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Abstract: In this paper, we investigate the application of per-pixel difference metrics for evaluating Monte Carlo (MC) rendering techniques. In particular, we propose to take the sampling distribution of the mean (SDM) into account for this purpose. We establish the theoretical background and analyze other per-pixel difference metrics, such as the absolute deviation (AD) and the mean squared error (MSE) in relation to the SDM. Based on insights from this analysis, we propose a new, alternative, and particularly easy-to-use approach, which builds on the SDM and facilitates meaningful comparisons of MC rendering techniques on a per-pixel basis. In order to demonstrate the usefulness of our approach, we compare it to commonly used metrics based on a variety of images computed with different rendering techniques. Our evaluation reveals limitations of commonly used metrics, in particular regarding the detection of differences between renderings that might be difficult to detect otherwise—this circumstance is particularly apparent in comparison to the MSE calculated for each pixel. Our results indicate the potential of SDM-based approaches to reveal differences between MC renderers that might be caused by conceptual or implementation-related issues. Thus, we understand our approach as a way to facilitate the development and evaluation of rendering techniques.

1 INTRODUCTION

Simulating light transport for the synthesis of photorealistic images is of great importance for film production, architectural visualization, product design, and many other applications. Predominant approaches to solve this problem are based on a model described by the rendering equation (Kajiya, 1986) and evaluate its numerous integrals using Monte Carlo (MC) integration.

This type of integration approximates the integral of a function through exhaustive random sampling. Due to the stochastic nature of this approach, the approximations generally suffer from variance, which manifests itself as noise in the rendered images. As the number of samples increases, the variance eventually vanishes and the integral converges to the correct solution.

A significant amount of research has been dedicated to reduce variance and speed up convergence by using more advanced sampling strategies. However, the variance inherent to all MC-based rendering techniques impedes their comparison, as images are only completely noise-free in the theoretical limit, which generally cannot be attained in practice. Moreover, commonly used difference metrics do not take this variance fully into account.

In this paper, we investigate the potential of sampling distribution-based approaches for the comparison and evaluation of MC renderings and techniques on a per-pixel basis. The key insight is that conventional metrics, such as the absolute deviation (AD) or mean squared error (MSE), only incorporate limited information about the distributions of per-pixel radiance estimates. We see great potential in incorporating additional information, in particular information about the sampling distribution of the mean (SDM), to develop improved measures that can reveal differences more clearly than other approaches. The underlying intuition is that the SDM includes information about the variability of per-pixel radiance estimates at a particular stage of convergence, i.e., for a particular number of samples per pixel (SPP). Therefore, the accuracy of the renderings can be incorporated into the measure and leveraged for comparison.

We propose a novel, alternative approach that builds on the estimation of the SDM. It essentially estimates the probability that one integrator produces similar radiance estimates as another. Our approach can be used for effectively comparing and evaluating
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Figure 1: Here, we illustrate the potential of our proposed approach for the evaluation of Monte Carlo (MC) rendering techniques. It is based on the sampling distribution of the mean (SDM). Image (a) shows a reference rendering and (b) an artificially biased rendering for which the reflectance of the couch on the right-hand side was reduced. Our approach (d) can reveal differences between both renderings that are difficult to identify through visual comparison or other metrics, e.g., the (normalized) root mean squared error (RMSE) calculated for each pixel (c). This circumstance suggests the viability of using SDM-based approaches for the per-pixel comparison of MC renderings.

The closely related work by Jung et al. (Jung et al., 2020) already demonstrated how statistical approaches can be used effectively to reveal bias in rendered images. They show that a non-uniform distribution of p-values (based on the Welch’s test statistic) is an indicator for bias. In contrast, we compute the probability that one renderer computes similar radiance values as another and moreover facilitate meaningful comparisons between unbiased integrators. We see our approach as an alternative to the work by Jung et al.

The remainder of our paper is structured as follows: In Section 2, we provide an overview of related work. To motivate the incorporation of additional statistical information, such as the SDM, we discuss the statistical background and provide a theoretical comparison of different measures in Section 3. In Section 4, we present our approach. Furthermore, in Section 5, we evaluate the measures based on renderings of several scenes computed by different integrators. Our examples illustrate how well the measures are able to reveal differences between renderings. We show that sampling-distribution-based measures are consistently able to reveal subtle differences. Moreover, we point out shortcomings of per-pixel mean squared error (ppMSE) in particular.

2 RELATED WORK

In previous work, researchers proposed various methods for the comparison and evaluation of Monte Carlo (MC) renderings. In the following, we provide an overview over those methods.

**Perceptual Metrics.** Many researchers employed a perceptual model that can be used to approximate perceived differences, which in turn can be exploited for rendering. For instance, the visible differences predictor (Daly, 1993) has been employed to approximate perceived rendering quality in order to use it for a stopping condition (Myszkowski, 1998) or to alternate between complementary rendering techniques (Volevich et al., 2000). Ramasubramanian et al. (Ramasubramanian et al., 1999) developed a perceptual error metric for image-space adaptive sampling. Farrugia and Péroche (Farrugia and Péroche, 2004) used an existing vision model (Pattanaik et al., 1998) in order to achieve the same goal. Andersson et al. (Andersson et al., 2020) presented an approach that can estimate the perceived difference while alternating between two images. In contrast, we focus on the direct comparison of radiance estimates, as we strive for objective and quantitative assessments for MC rendering.

**General Image Quality Metrics.** Most researchers leveraged general image quality metrics, which are popular in the image-processing community, to compare MC renderings. Prominent examples are the mean squared error (MSE), the root mean squared error (RMSE), peak signal-to-noise ratio (PSNR), the structural similarity (SSIM) index (Wang et al., 2004), and variants of the high-dynamic-range visual difference predictor (HDR-VDP) (Mantiuk et al., 2004; Mantiuk et al., 2011; Narwaria et al., 2015). For instance, Meneghel and Netto (Meneghel and Netto, 2015) employed SSIM and HDR-VDP2 for the comparison of six different rendering techniques.
Whittle et al. (Whittle et al., 2017) provided a comprehensive overview and analysis of a multitude of general image quality metrics. The problem with such general metrics is that they are agnostic to the sample distributions in MC rendering, which can potentially provide a breadth of additional information. By incorporating information about distributions, we strive to provide a better alternative to those metrics.

**Rendering Verification.** Several works (Goral et al., 1984; McNamara et al., 2000; Schregle and Wienold, 2004; Meseth et al., 2006; McNamara, 2006; Bärz et al., 2010; Jones and Reinhart, 2017; Clausen et al., 2018) compare renderings to real-world measurements in order to assess rendering quality. Ulbricht et al. (Ulbricht et al., 2006) investigated the state of the art for the verification of renderings and pointed out that all approaches have their weaknesses and that the development of robust and practical solutions is still an open task. Nevertheless, the verification of rendering techniques using real-world measurements is orthogonal to our goal of comparing different rendering techniques.

**Statistical Approaches.** Compared to the methods discussed so far, statistical approaches are most relevant to ours. Celarek et al. (Celarek et al., 2019) proposed an approach to estimate MSE expectation and variance and to analyze the error distribution over frequencies of MC rendering techniques. Subr and Arvo (Subr and Arvo, 2007) employed statistical tests to compare rendering techniques. However, they used test hypotheses that are not suited to test for equality but can only show significant differences. The method by Jung et al. (Jung et al., 2020) also builds on classical hypothesis testing—specifically, Welch’s test—by considering non-uniform distributions of p-values as indicators for bias. Welch’s test also incorporates more information about sampling distributions, which makes it comparable to our proposed approach. However, our approach is not based on p-values but computes probabilities that one renderer produces radiance estimates similar as another. Furthermore, it can also be used to compare unbiased renderers. In Section 5, we discuss the differences between the approach by Jung et al. and ours in more detail.

In general, there has been a surprisingly low amount of research on statistical approaches to compare MC renderings and rendering techniques. Thus, with our approach, we aim not only to provide a novel, useful alternative to existing approaches but also to inspire further research in this direction.

### 3 BACKGROUND

In this section, we describe the theoretical background and analyze common difference metrics in relation to the sampling distribution of the mean (SDM) in order to motivate the use of the latter for the evaluation of Monte Carlo (MC) renderings. Moreover, we discuss the closely related approach by Jung et al. (Jung et al., 2020).

#### 3.1 Prerequisites

A MC rendering technique generates an image by evaluating the rendering equation for each pixel by means of MC integration. Due to the nature of this approach, it can only estimate the involved integrals, which generally leads to noise in the rendered image. Typically, to assess quality and performance, a noiseless reference is computed against which the rendered image can be compared. Such a reference generally requires a very high sample budget to ensure that its error is relatively low. The difference between the rendered image to its reference is then quantified using metrics like absolute deviation (AD), mean squared error (MSE), or some variant thereof, either aggregated over the whole image or per pixel.

**Aggregate vs. Per-Pixel Metrics.** Usually, metrics such as the AD or MSE are computed incorporating all pixels to form a single scalar difference value for an individual image with respect to a reference. This approach is useful when images need to be compared on the basis of a single aggregated value, but it does not help to identify the locations where the images are different. This can rather be achieved by using per-pixel difference metrics.

In this work, we focus on the per-pixel comparison of MC renderings; thus, if not stated otherwise, all metrics in our exposition are applied on a per-pixel basis. One fundamental shortcoming of applying commonly used metrics per pixel is that they do not take the accuracy or state of convergence of the renderings into account. In the following, we illustrate this issue and propose a potential solution based on the SDM, which we first review in the next paragraphs.

**Sampling Distribution of the Mean.** The samples computed by a MC integrator for a particular pixel can be seen as a random variable $X$ from an arbitrary distribution $f_X$ with an unknown population mean $\mu_X$ and variance $\sigma_X^2$. The distribution mainly depends on the type of the integrator and the scene. During rendering, an increasing number of samples from this
distribution are averaged to estimate $\mu_X$, i.e., by computing the sample mean $\bar{X}_n$ using $n$ samples per pixel (SPP).

In contrast to $f_X$, the sampling distribution of the mean (SDM) $f_{\bar{X}}$ not only depends on $\mu_X$ and $\sigma_X^2$, but also on the sample size $n$: the central limit theorem (CLT) states that the SDM is approximately normal-distributed for a sufficiently large $n$:

$$\bar{X}_n \sim \mathcal{N}(\mu_X, \frac{\sigma_X}{\sqrt{n}}).$$

(1)

Furthermore, the standard deviation (SD) of the SDM $\sigma_{\bar{X}} = \sigma_X / \sqrt{n}$ is known as the standard error of the mean (SEM), which can be used to quantify the error of a MC rendering. This error is proportional to $\sigma_X$, i.e., the SD of the integrator, and inversely proportional to $n$. These relationships are consistent with the fact that error can be reduced by decreasing the SD of the integrator $\sigma_X$ or increasing the number of samples $n$.

### 3.2 Issues of Commonly Used Metrics

In this section, we aim to clarify the shortcomings of commonly used metrics such as the AD and MSE. To this end, Figure 2 illustrates the relation between the population distribution and the SDM. Here, random variables $X$ (blue) and $Y$ (orange) represent pixel radiance samples computed by two integrators. Averaging transforms their population distributions (left) into their corresponding SDMs (right). We note that the means and therefore the bias remain unchanged. For the same sample size $n = 16$, the SEMs $\sigma_{\bar{X}_n}$ and $\sigma_{\bar{Y}_n}$ are proportional to the SDs of the corresponding population distributions (both scaled by a factor of 1/4). As we increase the sample size from 16 to 256 for the sample mean $\bar{X}_n$ (which we hereafter consider as the reference), the SEM $\sigma_{\bar{X}_n}$ decreases (dotted blue line). Therefore, the SDM inherently includes information about the error for different states of convergence.

With these considerations in mind, we now focus on two commonly used metrics. The AD only evaluates $|\mu_X - \mu_Y|$, i.e., the difference between means (known as bias), and therefore does not include any information about the SDM. The MSE can be written as the sum of variance and squared bias:

$$\text{MSE}(\hat{\theta}, \theta) = E \left( \left( \hat{\theta} - \theta \right)^2 \right)$$

$$= E(\hat{\theta}^2) + E(\theta^2) - 2\theta E(\hat{\theta})$$

$$= E(\hat{\theta}^2 - \theta^2) + \theta^2 - 2\theta E(\hat{\theta})$$

$$= \text{Var}(\hat{\theta}) + (E(\hat{\theta}) - \theta)^2$$

$$= \text{Var}(\hat{\theta}) + \text{Bias}(\hat{\theta}, \theta)^2$$

(2)

where $\hat{\theta}$ is the estimator and $\theta$ is the parameter being estimated.

Equation 2 reveals a potential shortcoming of the MSE: one can exchange variance for bias (and vice versa) without changing the result. Another problem is that the MSE assumes knowledge about the parameter being estimated—in our case, the population mean $\theta = \mu_X$ of the reference. In general, the population mean is unknown and must be estimated, but the distribution of this estimate (the SDM) cannot be taken into account in the MSE. Only the distribution of the estimate $\hat{\theta} = \bar{Y}_n$ is accounted for:

$$\text{MSE}(\bar{Y}_n, \mu_X) = \text{Var}(\bar{Y}_n) + \text{Bias}(\bar{Y}_n, \mu_X)^2.$$  

(3)

**Aggregate vs. Per-Pixel MSE.** We also want to point out the key difference between applying the MSE across all pixels of the image and applying it per pixel. The former computes the mean squared difference between corresponding pixels of two images and therefore tends toward zero as the difference between those images decreases. The latter computes the mean squared difference between random samples and a fixed reference value for each individual pixel. Therefore, the per-pixel MSE (ppMSE) converges to the variance plus squared bias of the used MC integrator. This property makes the ppMSE less suited for the comparison of MC renderings, as we illustrate with the results shown in Section 5.1.

Apart from the issues mentioned so far, both AD and MSE do not include the additional information provided by the SDM or SEM, in particular, the accuracy or state of convergence of the estimates at a specific sample size $n$. This circumstance is shown...
Table 1: An overview of the types of information that are considered by various difference measures (including ours). Bias is considered by all measures. The MSE additionally incorporates the variance of the non-reference distribution. Our approach, as well as the one by Jung et al. (Jung et al., 2020), moreover takes the variance of the reference distribution and, more importantly, the SDMs into account.

<table>
<thead>
<tr>
<th></th>
<th>Bias (non-ref.)</th>
<th>Variance (reference)</th>
<th>Variance Sample Distr. of the Mean</th>
</tr>
</thead>
<tbody>
<tr>
<td>AD</td>
<td>✔</td>
<td>✘</td>
<td>✘</td>
</tr>
<tr>
<td>MSE</td>
<td>✔</td>
<td>✔</td>
<td>✘</td>
</tr>
<tr>
<td>(Jung et al., 2020)</td>
<td>✘</td>
<td>✘</td>
<td>✘</td>
</tr>
<tr>
<td>SDMP (Ours)</td>
<td>✔</td>
<td>☑</td>
<td>☑</td>
</tr>
</tbody>
</table>

in Table 1. It includes our proposed measure, which additionally incorporates the error of the reference, but more importantly, is based on estimations of the SDM to take the SEM into account. The information that we additionally take into account can facilitate the evaluation and comparison of different MC renderings and techniques, as evidenced by the results shown in Section 5. In addition to the metrics discussed in this section, Table 1 also includes an approach recently published by Jung et al. (Jung et al., 2020), which we discuss in the next section.

3.3 The Approach by Jung et al.

The approach by Jung et al. (Jung et al., 2020) is based on hypothesis testing and provides a similar feature set as our method. It is based on Welch’s two-sample test for the difference in means. Specifically, they compute p-values for image tiles and analyze their distribution. They have shown that a non-uniform distribution of p-values is an indicator for bias, as under the null hypothesis (i.e., no bias), the p-values are expected to be uniformly distributed. By using MC samples averaged over tiles, they facilitate the normality of the sample means, which is required for Welch’s test.

Intuitively, a lower p-value indicates a higher probability of the (population) means being different. If the p-value is less than or equal to the specified significance level α, the difference between means is considered significant. But this only suggests a difference and cannot show equivalence. Nevertheless, Jung et al. have shown that visualizing p-values per tile can give clues about biased regions and that a uniform distribution of p-values indicates the absence of bias. The similarities and differences between theirs and our approach are discussed in Section 5, where we also provide examples that demonstrate the advantages of our approach.

4 OUR APPROACH

In the previous section, we described how the SDM incorporates useful information about the rendering process that is missing in classical metrics. Thus, we propose to use the SDM for quantifying the similarity between the radiance estimates produced by different MC integrators. Our idea is to, for each pixel, estimate the SDM and compute the probability that the corresponding radiance estimates are similar to the one produced by another integrator. In the following, we derive the formulas for calculating this probability.

Probability of the Sample Mean \( \bar{x}_n \). We first consider a single integrator and determine the probability that it generates sample mean values, represented by a random variable \( \bar{x}_n \), in a certain range for a particular pixel. The corresponding SDM \( f_{\bar{x}_n} \) is defined in Equation 1. Since the probability of \( \bar{x}_n \) taking on any particular value in a continuous space is zero, we can only derive probabilities for intervals \( [a_{\bar{x}_n}, b_{\bar{x}_n}] \). Given the cumulative distribution function (CDF) \( F_{\bar{x}_n} \) corresponding to \( f_{\bar{x}_n} \), the probability that the integrator produces radiance estimates in a certain interval \( [a_{\bar{x}_n}, b_{\bar{x}_n}] \) can be derived as follows:

\[
P(a_{\bar{x}_n} < \bar{x}_n \leq b_{\bar{x}_n}) = P(\bar{x}_n \leq b_{\bar{x}_n}) - P(\bar{x}_n \leq a_{\bar{x}_n}) = F_{\bar{x}_n}(b_{\bar{x}_n}) - F_{\bar{x}_n}(a_{\bar{x}_n})
\]

(4)

Furthermore, we consider the inverse CDF or quantile function \( Q_{\bar{x}_n} = F_{\bar{x}_n}^{-1} \), which can be used to find an interval that contains a certain probability mass of the distribution. In particular, we are interested in the interval whose endpoints are equidistant to the mean \( \bar{x}_n \) and enclose the fraction \( 1 - \alpha \) of all possible values:

\[
(a_{\bar{x}_n}, b_{\bar{x}_n}) = \left[ Q_{\bar{x}_n}\left(\frac{\alpha}{2}\right), Q_{\bar{x}_n}\left(1 - \frac{\alpha}{2}\right)\right].
\]

(5)

This interval, which turns out to be the confidence interval (CI) for the sample mean, can be used to determine the probability that one integrator will produce similar radiance estimate as another, as we describe in the following.

Probability for Comparing Integrators. Our approach is to select one integrator (which generates samples \( X \)) and compute the CI for its estimates \( [a_{\bar{x}_n}, b_{\bar{x}_n}] \) according to Equation 5. We further determine the probability that another integrator (which generates samples \( Y \)) produces estimates \( \bar{Y}_n \) within this interval. Specifically, we compute how much probability mass of the SDM of \( Y \) lies inside the CI
the mean of a reference renderer. We hereafter refer to it as SDM-based probability (SDMP).

In cases where no reference is available, it may be desirable to compare renderings on equal ground, which would require a symmetric measure. A possible symmetric variant of our measure can be given by the average

\[
2 - P(a_{\bar{X}_n} < \bar{Y}_n < b_{\bar{X}_n}) + P(a_{\bar{X}_n} < \bar{Y}_n < b_{\bar{X}_n})
\]

Other operations such as the minimum or maximum of the two probabilities might also be of interest. In this work, we focus on our asymmetric measure for similarity and leave the investigation of symmetric variants for future work.

**Practical Considerations.** In practice, since population parameters are generally not available, our approach builds on sample estimates. Conveniently, the required estimates can be computed online, i.e., without the need to store individual samples (e.g., by using Welford’s algorithm (Welford, 1962)). For integrators such as path tracing (PT), the estimates can be directly computed from individual radiance samples as long as the sample count is sufficient to assume normal distribution. In cases where the sample count is insufficient, we can effectively increase it by aggregating over multiple pixels, as proposed by Jung et al. (Jung et al., 2020). For more sophisticated integrators such as Metropolis light transport (MLT), we can average multiple estimates in form of short renderings, as suggested by Celarek et al. (Celarek et al., 2019).

The significance level \(\alpha\) can be used to control the sensitivity of our approach, i.e., the length of the CI of \(\bar{X}_n\) used for calculating the probability. Since the SD of the reference renderer can be estimated in advance, it is possible to choose the \(\alpha\) in such a way that the CI corresponds to a desired range of radiance values.

### 5 EVALUATION

In this section, we first show how our approach compares to other metrics. Afterward, we discuss the closely related work by Jung et al. (Jung et al., 2020) to which we also refer as JHD20 for brevity.

#### 5.1 General Comparison

In the following, we investigate different approaches for identifying differences in Monte Carlo (MC) renderings. In particular, we compare our approach to per-pixel absolute deviation (AD), root mean squared deviation (AD), root mean squared
error (RMSE), and JHD20. (We choose RMSE instead of mean squared error (MSE) since it expresses the error in the same unit as the radiance values.) We note that the comparisons provided in Figures 4 to 7 are structured similarly: In the first column, we show the renderings and in the second, the corresponding sample standard deviation (SD). The remaining columns show images of the different approaches. The rows correspond to independently computed renderings. The first row corresponds to the reference rendering (computed with a relatively high sample count) and the others correspond to test renderings (computed with a lower sample count). Specifically, the second row corresponds to an unbiased control rendering and the last row to an artificially biased rendering, for which a scene property has been slightly changed. For this artificial bias, we have kept the actual integrator implementation unmodified. Moreover, we provide the average value for each image (shown below the label). We note that in our figures, we show all non-radiance values as RGB images for compact display, instead of separately displaying the individual channels.

We have used 32 768 SPP to compute the reference renderings and 4096 SPP in all other cases (unless stated otherwise). The AD and RMSE values are bounded by $[0, \infty)$. The p-values computed by JHD20 fall between 0 and 0.5 on average. Our approach computes probabilities in the interval $[0, 1]$. We note that in case of JHD20, low values indicate bias, while for the other approaches, high values indicate dissimilarity. We have used the scenes provided by Bitterli (Bitterli, 2016).

**Living Room Scene.** Figure 4 shows the results for the living room scene rendered using PT. For the unbiased control rendering (second row), the AD and the RMSE contain structures that can distract from identifying bias. In contrast, our SDM-based probability (SDMP) and JHD20 (last two columns) show no structure but homogeneous noise. We also illustrate this circumstance in Figure 8, which shows that in the frequency domain, the spectrum of both approaches is relatively uniform compared to the AD and RMSE.

We note that since the control rendering has no bias, the RMSE is essentially the same as the SD in this case. This circumstance stems from the bias-variance decomposition described in Equation 2. The only difference is that the RMSE uses the factor $1/n$ instead of $1/(n-1)$ for normalization.

For the biased rendering (third row), only our SDMP and JHD20 clearly reveal the bias caused by the sofa. In the case of the AD, the bias can be seen, especially in comparison to the control image, but it is accompanied by potentially distracting regions of structured noise. For the RMSE, the biased region cannot be visually discerned. These circumstances demonstrate how scene features and the SD of the integrator can manifest themselves as structures in the measures that can mask bias—a detriment that both our SDMP and JHD20 do not suffer from.

**Veach Ajar Scene.** Figure 5 shows the results for the Veach Ajar scene rendered using BDPT. Here, we can see, similarly to the previous Living Room example in Figure 4, that our SDMP and JHD20 clearly reveals the bias caused by the floor, while the AD and RMSE are less effective in this regard due to additional potentially distracting structures.

For this scene, we also investigate the convergence of the different approaches with increasing SPP. In Figure 6, we can see how distracting scene structures are visible in all AD and RMSE images. In contrast, our SDMP and JHD20 show the bias (caused by the floor) more clearly.

In Figure 9, plots of the corresponding average image values with respect to the SPP are shown. We can see how the average RMSE matches the corresponding average SD, and that the average RMSE for the biased rendering is (counterintuitively) lower than for the control. This fact indicates that the RMSE is not well-suited to identify bias. In contrast, the average AD reveals the increase in error for the biased renderings and gets more accurate with increasing sample count. JHD20 is able to show bias; however, the average value in the control case stays constant, i.e., it does not show the increase in accuracy due to the increased sample count. In contrast, our SDMP indicates this increased accuracy for the control rendering, suggesting its use for the comparison of unbiased renderers.

**Veach Bidir Room Scene.** For the last comparison, we have chosen the Veach Bidir Room scene, shown in Figure 7. In this scene, the bias is caused by a change in intensity for the spotlight that illuminates the left-hand wall. It is imperceptible in the renderings as well as in the RMSE.

An interesting observation can be made by comparing the average values of the different measures (below the labels). The average RMSE would (counterintuitively) indicate that the unbiased rendering (last row) is closer to the reference. However, the other average values show that the unbiased rendering is indeed more accurate than the biased one, indicating that these measures are more suited for per-pixel comparison.
Figure 4: Renderings of the LIVING ROOM scene and the corresponding per-pixel images of different approaches for quantifying the difference between renderings. All three renderings (leftmost column) were computed using path tracing (PT). The bottom row shows an artificially biased version of the scene, for which the reflectance of the sofa on the right-hand side was reduced. The structure of the scene is visible in the AD and RMSE images. Our approach and JHD20 reveal the biased image region at the sofa (last row).

Figure 5: Renderings of the VEACH AJAR scene and the corresponding per-pixel images of different approaches for the comparison of renderings. All three renderings (leftmost column) were computed using bidirectional path tracing (BDPT). The third row shows an artificially biased version of the scene, for which the reflectance of the floor was reduced. The structure of the scene is still visible in comparison the AD and RMSE images, while our approach and JHD20 reveal the biased image region at the floor (last row).

Another observation is that in this scene, outliers due to fireflies are relatively frequent. Those additionally introduce distractions in the difference images. Moreover, they can transform the sample distributions such that the normality assumption—upon which SDMP and JHD20 rely—is violated. We illustrate this issue in Figure 13 and discuss it in the next section (5.2).

Application Scenarios. We see two main application scenarios for our approach: The first scenario is the per-pixel comparison to indicate similarity or bias in different regions of the image. The second scenario is the numerical comparison based on the average SDMP, either computed across the whole image or a region of interest.

Let us assume that we are interested in the difference between multiple renderings with respect to each other or to a reference. The magnitude of the SDMP image indicates the amount of difference. This difference can be visually inspected or compared numerically using values averaged over the whole or a par-
Figure 6: Images of different measures (rows) for increasing samples per pixel (SPP) (columns) for the biased variant of the VEACH AJAR scene. Here, we can see that the AD decreases while many regions, e.g. the back wall, remain noisy. By contrast, the noise in the RMSE images vanishes more quickly, while the images converges to the SD of the BDPT integrator. In comparison, our approach and JHD20 reveal the bias more clearly, since other scene features are less noticeable. The convergence of the corresponding average image values is illustrated in Figure 9.

Figure 7: Comparison of measures based on the VEACH BIDIR ROOM scene. The biased variant (bottom row) was created by decreasing the emission of the spotlight mounted on the right-hand wall. All renderings were computed using BDPT. The introduced bias results in an increased intensity of the illumination on the left-hand wall. Here all approaches, except RMSE, are able to show the biased region; however, our approach and JHD20 exhibit less structure in other image regions.

ticular region of the image. We provide examples of such visual comparisons in Figures 4 to 6 and a basic example of numerical comparison in Figure 9.

Additional examples of numerical comparisons are provided in Figures 10 to 11. Here, we illustrate the properties of the SDMP in comparison to the other measures based on the VEACH AJAR scene. We compare average values of the measures with respect to sample count. These average values are computed across the top image region, the bottom region, and the full image, as illustrated in Figure 12. For the unbiased control rendering (Figure 10), AD and RMSE exhibit different average values for each region. Our SDMP and JHD20 exhibit the same average values for all regions. This is due to their beneficial uniform spectrum, as shown in Figure 8.

Furthermore, it can be seen that the SDMP assigned a lower value (less difference) for the low-quality reference case (dashed lines). This is because the confidence interval (CI) for the low-quality reference is much broader than the CI of the high-quality reference and therefore includes more probability mass of the sampling distribution of the mean (SDM) of the test rendering. This shows that our ap-
Figure 8: The fast Fourier transform (FFT) power spectra corresponding to the control images in Figure 4. The first four columns (from the left) show the 2D power spectra for each approach, while the rightmost column shows plots of the radially averaged power spectra. The rows correspond to the RGB channels. Here, we observe that our approach and JHD20, in contrast to the others, have a very uniform spectrum. This characteristic allows us to show biased regions clearly, without distracting scene features from unbiased regions.

Figure 9: The average image values with respect to the number of SPP for the (unbiased) control and the biased renderings of all approaches shown in Figure 6. We note that higher values correspond to more difference, except for JHD20. The latter is based on Welch’s p-value, which, in the case of no difference, is 0.5 on average, and lower otherwise.

Figure 10: Plots showing the average values of the different measures aggregated over different images regions at specific sample counts. The values correspond to the control images shown in Figure 5. The image regions (T, B, F) are shown in Figure 12. The dashed lines correspond to a low-quality (LQ) reference ($n = 4,096$), and the solid lines correspond to a high-quality (HQ) reference ($n = 32,768$).

Figure 11: These plots are analogous to the ones shown in Figure 10 with the difference that they are computed for the biased case.

Figure 12: The image regions T (top), B (bottom), and F (full) corresponding to the average values reported in Figures 10 to 11.

Implementation Details. For rendering, we have used Mitsuba (Jakob, 2010), which we have slightly modified to be able to set the seed of the random number generator (RNG). We chose the independent sampler and the box filter for all cases. In general, our approach can be used with any renderer for which the RNG seed can be specified. All necessary statistics for the SDMP can be calculated online, i.e., without maintaining individual samples (by e.g., using Welford’s algorithm (Welford, 1962)). We choose $\alpha = 0.05$ for all experiments—a common choice for...
hypothesis testing. For the visualization of the rendered images, we chose the global tone mapper by Reinhard et al. (Reinhard et al., 2002), while the values of all other (non-radiance) images were clipped to their 0.95 percentile to mitigate outliers and normalized such that meaningful comparisons are possible.

5.2 Comparison to Jung et al.

In the following, we further investigate the differences of our approach to the closely related work by Jung et al. (Jung et al., 2020). Both approaches essentially build on the same statistical quantities for two independent sample sets. The main difference is that Welch’s test, used by Jung et al., estimates the sampling distribution of the difference between means ($\bar{X}_n - \bar{Y}_n$) and computes the corresponding p-value. Our approach estimates the SDMs of both sample sets individually and computes the likelihood that one mean ($\bar{Y}_n$) takes on values inside the CI of the other mean ($\bar{X}_n$) (as described in Equation 7).

Therefore, both approaches compute probabilities that correspond to a form of difference. However, both probabilities exhibit different characteristics. In case of no bias, Welch’s p-values are always uniformly distributed and therefore 0.5 on average, regardless of the error of the sample means. With increasing bias, the distribution of the p-values becomes skewed toward zero. By contrast, in case of no bias, the SDMP is not 0.5 on average but can take on any value between zero and one, thereby being free to indicate how similar the two SDMs are. This property can be seen in Figure 9. In the case of no bias, the p-value (JHD20; red dashed line) is constant, regardless of sample count. In contrast, our SDMP decreases with increased sample count, indicating the convergence of the unbiased control rendering toward the reference rendering. In case of bias, the p-value converges toward zero, whereas the SDMP converges toward a particular value, depending on the error of the reference.

Both approaches build on the central limit theorem (CLT) and assume normally distributed sample means. Jung et al. aggregate MC samples over image tiles to ensure normality. For our comparison we have not performed this aggregation but computed a high number of SPP instead. Figure 7 shows that outliers (e.g., due to fireflies) can violate the normality assumption. As already discussed by Jung et al., this can lead to undesired structure and wrong results in regions of such outliers. In order to investigate this issue, we have performed a simulation study using the Kolmogorov–Smirnov test for normality (summarized in Figure 13), which suggests that fireflies can indeed violate the normality assumption.

6 CONCLUSION

In this paper, we have discussed how sampling distribution of the mean (SDM)-based approaches can facilitate the per-pixel comparison of Monte Carlo (MC) renderings and techniques. While the absolute deviation (AD) can show differences, it tends to exhibit structured noise that makes it difficult to distinguish actual bias from variability. This is even more problematic for the root mean squared error (RMSE), since it is inherently tied to the variability of the integrator, which makes it difficult to detect bias that is smaller in comparison. The recent approach by Jung et al. (Jung et al., 2020) can detect bias at low sample counts. However, due to the properties of Welch’s p-value, the approach is agnostic to the state of convergence of renderings. In contrast, our approach takes the state of convergence into account. Our results suggest that our approach is a promising alternative for the comparison and evaluation of MC renderings and techniques.

Limitations. Our approach, as well as that by Jung et al., builds on the assumption of normally distributed sample means. Therefore, measures to ensure normality should be applied, such as tiling or the use of higher sample counts.
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