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Abstract: This paper proposes a segmentation method using adaptive resolution selection for improving the accuracy of small objects. In semantic segmentation, the segmentation of small objects is more difficult than that of large objects. Semantic segmentation requires both spatial details to locate objects and strong semantics to classify objects well, which are likely to exist at different resolution/scale levels. We believe that small objects are well represented by high-resolution feature maps, while large objects are suitable for low-resolution feature maps with high semantic information, and propose a method to automatically select a resolution and assign it to each object in the HRNet with multi-resolution feature maps. We propose Adaptive Resolution Selection Module (ARSM), which selects the resolution for segmentation of each class. The proposed method considers the feature map of each resolution in the HRNet as an Expert Network, and a Gating Network selects adequate resolution for each class. We conducted experiments on Drosophila cell images and the Covid 19 dataset, and confirmed that the proposed method achieved higher accuracy than the conventional method.

1 INTRODUCTION

Semantic segmentation is the task for assigning a class label to each pixel in an image. It has a lot of applications to medicine (Ronneberge et al., 2015; Milletari et al., 2016), cell biology (Arbelle and Raviv, 2019; Edlund et al., 2021), and in-vehicle video recognition (Zhao et al., 2017; Badnirarayanan et al., 2017). Because semantic segmentation assigns class labels to all pixels in an image, the class imbalance problem occurs in segmentation. This makes it difficult to identify objects that appear infrequently in an image or have a small area.

Dense image prediction tasks such as semantic segmentation require both spatial details to locate objects and strong semantics to classify objects, which are likely to exist at different resolution/scale levels in CNN(Long et al., 2015; Lin et al., 2017). Therefore, how to efficiently generate a hierarchy of features at different scales is important for handling high-density prediction tasks. We propose Adaptive Resolution Selection Module (ARSM) using the idea of Gating network (Jacobs et al., 1991) that automatically selects resolution from the HRNet (Sun et al., 2020). ARSM assigns a adequate resolution to each class from multi-resolution feature maps in the HR-Net, while considering the tendency of deep neural networks to detect small objects with high-resolution feature map and large objects with low-resolution feature map.

As shown in Figure 1, HRNet repeatedly exchanges the information between resolutions by connecting convolution streams from higher resolution to lower resolution in parallel. Therefore, each resolution in the deepest part of the HRNet is considered to be rich in both semantic and spatial information. As shown in Figure 2, the proposed method considers the feature map of each resolution in the HRNet as an Expert Network, and outputs segmentation result at each resolution. On the other hand, the Gating Network automatically divides the multi-class segmentation into multiple sub-problems, and assigns each resolution (Expert Network) to each class. This allows each Expert Network to solve only a specific problem, and thus an Expert Network that recognizes small objects is automatically generated, which is expected to improve accuracy.

In experiments, we evaluated the proposed method on the Drosophila cell images (Gerhard et al., 2013) and the COVID-19 dataset. Experimental results showed that the proposed method achieved higher segmentation accuracy than the conventional method. We also confirmed that the proposed method automatically divides the...
input image into sub-problems and assigns a role to each Expert Network.

The paper is organized as follows. Section 2 presents related works. Section 3 details the proposed method. Section 4 shows the results of evaluation experiments. Finally, Section 5 is for conclusion.

2 RELATED WORKS

2.1 Mixture of Experts

Mixture of Experts (MoE) (Jacobs et al., 1991) is a model that has the strategy of dividing a complex problem into smaller problems and solving the simpler problems. The MoE consists of an Expert Network $E_1, \ldots, E_n$ and a Gating Network $G$ whose output is an $n$-dimensional vector. All expert networks must have the outputs of same size, but the structure of each expert network need not be the same. The output $y$ of the MoE is expressed by the following equation.

$$y = \sum_{i=1}^{n} G(x)_i \cdot E_i(x)$$

$$G(x) = \text{softmax}(W^T_g x)$$

where $G(x)$ is the output of the Gating Network and $E_i(x)$ is the output of the $i$-th Expert Network. $G(x)$ is the softmax function of inner product of the input $x$ and the weight matrix $W_g$. Thus, it is equivalent to weighting the output of each Expert Network. This allows it to be trained more efficiently than a large single Deep Neural Network (Kumagai et al., 2018; Hiramatsu et al., 2018). However, MoE has the problem when we use Deep Neural Networks. The number of parameters and computational cost increase.

2.2 HRNet

The High-Resolution Net (HRNet) (Sun et al., 2019) starts with a high-resolution subnetwork (Branch 1) as shown in Figure 1. HRNet gradually adds high-resolution to low-resolution subnetworks one by one, and the number of branches increases and multiple resolution subnetworks are connected in parallel. It maintains high-resolution features, providing $n$ stages, corresponding $n$ branches and $n$ resolutions. In this paper, $n$ is set to 4 with reference to the original paper (Wang et al., 2020).

After input, the width (the number of channels in the convolutional layer) is increased to 64 by $3 \times 3$ convolutional layers with stride 1 (see Stem section in Figure 1). The channel number $C$ (could be selected as 18, 32 and 48 in HRNet, which represent HRNetW18 that $W$ means width, HRNetW32 and HRNetW48 respectively) in different branches are in turn set as $C, 2C, 4C$ and $8C$, respectively. On the other hand, the resolution decreases to $H \times W, H/2 \times W/2, H/4 \times W/4$, and $H/8 \times W/8$. For application to semantic segmentation, the final four output features are mixed and the result is the output from the multi-scale semantic information (Sun et al., 2020).

In this paper, we expect small objects to be well represented by high-resolution feature maps and consider the four resolutions output from HRNet to be the output of an Expert Network. This method allows multiple Expert Networks to be prepared in a single Deep Neural Network, thereby reducing the overall number of parameters and increasing the computational cost.

3 PROPOSED METHOD

This paper proposes Adaptive Resolution Selection Module (ARSM), which selects the output with adequate resolution in HRNet for each class. ARSM consists of an Expert Network and a Gating Network. Figure 2 shows the structure of the proposed method. The model used for the backbone has the same structure as the HRNet shown in Figure 1, and the structure up to stage 4 is omitted in Figure 2.

The input of ARSM is five feature maps. In five feature maps, four are the feature maps $X_n$ of each resolution in HRNet where $n$ is the feature map of the $n$-th branch from the top. For example, $X_2$ represents a feature map, which is the size of $H/2 \times W/2$ with the second highest resolution. Note that $H \times W$ is the size of the input image. The feature map $X_0$ is the input to the Expert Network of ARSM, which consists of $1 \times 1$ convolutions and outputs the segmentation result $e_n$ for each resolution. The remaining one feature map is the multiscale semantic information $\Delta X$, which is the concatenation of all feature maps from each branch in HRNet. The reason for this is that the Gating Network selects adequate Expert Network for each class based on the information from all Expert Networks.

Figure 3 shows the structure of the Gating Network. The Gating Network consists of the same number of Gating Blocks as the output of the Expert Network, and each Gating Block outputs a feature map with the same shape as the output of the Expert Network. The input feature maps $\Delta X$ of the Gating Network is large in both resolution and number of channels, so the computational cost of processing in the ordinary convolutional layer would be enormous.
we use the Shuffle Unit (Ma et al., 2018) to reduce computational complexity in the Gating network.

Each feature map obtained from the Shuffle Unit has the same number of channels as each output of the Expert Network in $1 \times 1$ convolution. The Gumbel softmax is then used to calculate the importance of each resolution. Figure 4 shows the computation of the importance at point $p$ shown as the green boxes in the $j$–th channel. The same calculation is performed for all pixels per channel. Therefore, the output of the Gating Network $G=[g_1, \ldots, g_n]$ can be expressed as

$$ \sum_{i=1}^{d} g_{icj}(x_{kj}, y_{kj}) = 1. \quad (3) $$
Table 2: Comparison results on the Covid-19 dataset.

<table>
<thead>
<tr>
<th>Model</th>
<th>background consolidation</th>
<th>ground glass</th>
<th>pleural effusion</th>
<th>mIoU</th>
</tr>
</thead>
<tbody>
<tr>
<td>HRNetW18</td>
<td>95.32±(1.25)</td>
<td>33.02±(2.50)</td>
<td>45.07±(4.75)</td>
<td>7.57±(4.49)</td>
</tr>
<tr>
<td>Deeplabv3+</td>
<td>94.73±(0.72)</td>
<td>32.16±(2.58)</td>
<td>45.95±(1.73)</td>
<td>8.52±(2.90)</td>
</tr>
<tr>
<td>+OCR</td>
<td>95.35±(0.84)</td>
<td>34.12±(3.36)</td>
<td>45.07±(6.23)</td>
<td>7.22±(4.58)</td>
</tr>
<tr>
<td>HRFormer</td>
<td>95.50±(0.70)</td>
<td>34.77±(3.25)</td>
<td>46.15±(7.05)</td>
<td>7.29±(3.14)</td>
</tr>
<tr>
<td>+ARSM(ours)</td>
<td>95.54±(0.63)</td>
<td>34.77±(3.25)</td>
<td>46.15±(7.05)</td>
<td>7.29±(3.14)</td>
</tr>
<tr>
<td>HRNetW32</td>
<td>95.61±(0.94)</td>
<td>34.56±(4.68)</td>
<td>45.82±(6.48)</td>
<td>5.97±(2.95)</td>
</tr>
<tr>
<td>+ARSM(ours)</td>
<td>95.29±(1.05)</td>
<td>38.06±(3.87)</td>
<td>47.3±(7.01)</td>
<td>14.7±(7.28)</td>
</tr>
</tbody>
</table>

Table 3: Complexity comparison.

<table>
<thead>
<tr>
<th>Model</th>
<th>FLOPs(G)</th>
<th>param(M)</th>
</tr>
</thead>
<tbody>
<tr>
<td>HRNetW18</td>
<td>63.98</td>
<td>9.44</td>
</tr>
<tr>
<td>Deeplabv3+</td>
<td>264.45</td>
<td>12.61</td>
</tr>
<tr>
<td>+OCR</td>
<td>211.91</td>
<td>12.07</td>
</tr>
<tr>
<td>HRFormer</td>
<td>249.51</td>
<td>6.45</td>
</tr>
<tr>
<td>+ARSM(ours)</td>
<td>79.60</td>
<td>9.72</td>
</tr>
<tr>
<td>HRNetW32</td>
<td>168.74</td>
<td>29.27</td>
</tr>
<tr>
<td>+ARSM(ours)</td>
<td>197.74</td>
<td>29.79</td>
</tr>
</tbody>
</table>

Gumbel softmax is expressed as

$$ p_i = \frac{\exp((\log(x_i) + g_i)/T)}{\sum_{j=1}^{n} \exp((\log(x_j) + g_j)/T)} $$  \hspace{1cm} (4)

where \( g_i \) is the sample from the Gumbel distribution and \( T \) is the temperature parameter (\( T = 0.1 \) in this paper). The reason for using Gumbel softmax is to clarify the role of each Expert Network by weighting them close to one-hot.

The final output \( Y \) of ARSM is the sum of elemental products of Expert Network’s outputs \( E=[e_1, \ldots, e_n] \) and Gating Network’s output \( G=[g_1, \ldots, g_n] \). It is expressed by the following equation.

$$ Y = \sum_{i=1}^{4} G_i (\Delta X) E_i (X_i) $$  \hspace{1cm} (5)

where \( X_i \) is the output feature map from each branch of HRNet and \( \Delta X \) is the multiscale semantic information that concatenates of all feature maps \( X_i \). Therefore, the Gating Network can select feature maps with adequate resolution at the pixel-level for each class.

4 EXPERIMENTS

4.1 Datasets and Evaluate Measure

We used two datasets in experiments. The first one is the Drosophila cell image dataset (Gerhard et al., 2013). This dataset is the Drosophila melanogaster third instar larva ventral nerve cord taken at serial section Transmission Electron Microscopy (ssTEM). The dataset consists of 5 classes; membrane, mitochondria, synapse, glia/extracellular and intracellular. Since the original size is \( 1024 \times 1024 \) pixels, we cropped the regions of \( 256 \times 256 \) pixels from original images due to the size of GPU memory. There is no overlap for cropping regions, and the total number
of cropped regions is 320. We used 192 regions for training, 64 for validation and 64 for test. We evaluated our method with 5 fold cross-validation.

The other one is the Covid-19 dataset (https://medicalsegmentation.com/covid19/, 2020). It includes 100 axial CT images from more than 40 patients with COVID-19. The size of image is $256 \times 256$ pixels, and the number of classes is 4: background, consolidation, ground glass, and pleural effusion. We used 50 for training, 25 for validation and 25 for test. We evaluated our method with 4 fold cross-validation.

The proposed method is evaluated in terms of IoU of each class and mean IoU (mIoU) which is the average IoU of all classes.

### 4.2 Implementation Details

In this paper, the Pytorch library was used and we trained our method for 1,000 epochs using Adam. The learning rate was initially set to 0.001, and the batch size was set to 8.

The model with the highest Mean IoU for the validation set was used for evaluation. Because Gumbel softmax is calculated using random numbers, we calculated 100 times the Gumbel softmax and used the average value during the evaluation. Cross Entropy Loss with Class weight was used as the loss function.

In experiments, the proposed method was compared to HRNet (Sun et al., 2020), Deeplabv3+ (Chen et al., 2018) with HRNet as the backbone, HRNet with Object-contextual representations (OCR) (Yuan et al., 2019), and High-Resolution Transformer (HRFormer) (Yuan et al., 2021). Comparisons with HRNet were performed by changing the number of channels to 18 and 32, while other methods use only HRNetW18 as the backbone.

### 4.3 Comparison with Other Methods

Tables 1 and 2 show the results on the Drosophila cell image dataset and Covid-19 dataset. The unit of accuracy in Tables is % and the numbers in parentheses are the standard deviations of accuracy over cross-validations. In common with the results in Tables 1 and 2, the proposed method achieved the best accuracy in all classes when HRNetW18 was used as the backbone. The proposed method improved the accuracy of Synapse class by 4.37% on the Drosophila cell image dataset, which is significantly more improved than other classes. On the other hand, in the Covid-19 dataset, the proposed method improved the accuracy of pleural effusion by 7.04%, which is significantly more improved than the other classes. These results indicate that the proposed method is effective in recognizing small objects because our method select adequate resolution.

Table 3 shows comparison results about the complexity of each method. We compared the computational complexity for inputs of size $[1 \times 256 \times 256]$. The proposed method is smaller than Deeplabv3+ and HRNetW18+OCR in both FLOPs and the number of parameters (param). When we compare the proposed method with the HRFormer, it is inferior in param but significantly superior in FLOPs.

Tables 1, 2, and 3 show the results when the model size is increased by changing the number of channels in the backbone. The proposed method provided the largest improvement in accuracy for Synapse class in the Drosophila cell image dataset and pleural effusion class in the Covid-19 dataset compared to the other classes. This indicates that the proposed method is effective regardless of model size. The proposed method improved the accuracy with a slight increase in the number of parameters compared to HRNet.
In addition, HRNetW18+ARSM is superior to HRNetW32 in both accuracy and complexity. The results show that the proposed ARSM is more efficient than increasing the backbone model size, indicating the usefulness of the proposed method.

### 4.4 Qualitative Results

Figure 5 shows the segmentation results on the Drosophila cell image dataset by each method. Figure 5 shows that Synapse class was improved by the proposed method compared to the conventional methods. Figure 6 shows the segmentation results on the Covid-19 dataset by each method. Figure 6 shows that the segmentation of pleural effusion class was improved by the proposed method compared to the conventional methods. This is because our method select adequate resolution for each class.

We also visualized the feature maps to ascertain which resolution map is selected for each class. Figure 7 and 8 show the visualization results of \( Y=[y_1, \ldots, y_4] \) obtained by the element product between the output \( E=[e_1, \ldots, e_4] \) of the Expert Network and the output \( G=[g_1, \ldots, g_4] \) of the Gating Network on Drosophila cell image dataset and Covid-19 dataset. The input image is the same as shown in Figure 5 and 6. In this visualization, normalization was performed between the channels at each resolution. In other words, we normalized between the four feature maps (256 × 256 × 4 pixels) in the n-th channel of \( y_1 \) to \( y_4 \). Note that \( y_1 \) is the highest resolution and \( y_4 \) is the lowest resolution. Therefore, the number of visualization results corresponds to the number of resolutions \( \times \) the number of classes. We normalized the feature map from 0 to 1 and painted red to the pixels that are close to 1 and blue to the pixels that are close to 0. Since the channels in semantic segmentation correspond to class labels, this process allows us to check which output is responsible for which class.

Figure 7 shows that membrane is handled by \( y_2 \), mitochondria is handled by \( y_4 \), synapse is handled by \( y_3 \), and glia/extracellular is handled by \( y_2 \). Intracellular is handled by \( y_1 \) at the boundaries with other classes, and the other large areas are handled by \( y_2 \), \( y_3 \) and \( y_4 \). Figure 8 shows that the background is handled by \( y_1 \) and \( y_4 \), consolidation and ground glass are handled by \( y_3 \), and Pleural effusion is handled by \( y_2 \).

The results of Figures 7 and 8 show that object boundaries and small objects are processed at high resolution. The visualization results show that different role is assigned by ARSM to each resolution. The results demonstrated the effectiveness of ARSM.

### 5 CONCLUSION

In this paper, we proposed Adaptive Resolution Selection Module (ARSM), which selects adequate resolution for segmentation to each class. The proposed method considers the feature map of each resolution in the HRNet as an Expert Network, and the Gating Network selects an appropriate Expert Network for each class. This allows each Expert Network to solve only certain problems and improved the accuracy by automatically generating Expert Networks that recognize small objects. In addition, this paper evaluates the accuracy on two datasets with different image properties, and demonstrated the effectiveness of our method. This indicates that ARSM is a highly versatile analysis method.
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