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Abstract: Traffic simulation has gained a lot of interest for autonomous driving companies for qualitative safety evaluation of self driving vehicles. In order to improve self driving systems from synthetic simulated experiences, traffic agents need to adapt to various situations while behaving as a human driver would do. However, simulating realistic traffic agents is still challenging because human driving style cannot easily be encoded in a driving policy. Adversarial Imitation learning (AIL) already proved that realistic driving policies could be learnt from demonstration but mainly on highways (NGSIM Dataset). Nevertheless, traffic interactions are very restricted on straight lanes and practical use cases of traffic simulation requires driving agents that can handle more various road topologies like roundabouts, complex intersections or merging. In this work, we analyse how to learn realistic driving policies on real and highly interactive driving scenes of Interaction Dataset based on AIL algorithms. We introduce a new driving policy architecture built upon the Lanelet2 map format which combines a path planner and an action space in curvilinear coordinates to reduce exploration complexity during learning. We leverage benefits of reward engineering and variational information bottleneck to propose an algorithm that outperforms all AIL baselines. We show that our learning agent is not only able to imitate humane like drivers but can also adapt safely to situations unseen during training.

1 INTRODUCTION

For real world deployment, self driving systems require quantitative safety guarantees in presence of real human drivers. Traffic simulation appears as a crucial tool to continuously provide statistics of driving performances on arbitrary number of locations and scenarios (Scheel et al., 2022) without endangering human drivers. Simulation enables to expose the Self Driving Vehicle (SDV) to various interactive situations with controlled scenario modifications so that critical failures can be identified. However the reality gap between simulated and real driving behaviours can result in positive improvements in simulation whereas dramatic issues could still occur in real settings.

Animating each traffic agent during simulation requires a decision process called driving policy which can be designed in several different ways. Heuristic based simulated agents are controlled with explicit rules and can easily perform maneuvers as changing lane or car following but generated trajectories are statistically different from trajectories generated by humans (Treiber et al., 2000). Learning based methods offer more flexibility to adjust driving behaviours in various situations (Suo et al., 2021; Scheel et al., 2022). Reinforcement Learning enables to learn through interactions with a simulator where the learning agent is penalized for catastrophic failures. The main limitation of this approach comes from the fact that the true reward representative of human driving style is unknown and expensive to design because it depends on various human preferences (Knox et al., 2021). In contrast, supervised methods enables to directly leverage real demonstrations and thus can capture more naturalistic driving behaviors. The most simple supervised learning method is Behavior Cloning which maximizes the likelihood of expert actions on a training set. This approach has big limitations in long term simulations because it suffers from errors compounding and poor generalization capabilities (Codevilla et al., 2018). Alternatively, Adversarial Imitation Learning (AIL) enables to exploit real data through simulation interactions and deliberately exposes the policy to situations out of expert experiences. AIL provides a guidance through a data-
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driven reward that the learning agent is expected to maximise during training which significantly reduces catastrophic failures and helps the agent to get closer to the expert trajectory. Several works (Ho and Ermon, 2016; Kuefler et al., 2017) already proved that realistic driving policies can be learnt with AIL on highways scenarios but interactions on straight lanes are not representative of the driving task complexity that encompasses challenges of various road topologies. Some complex intersections, roundabouts or merging with numerous traffic agents reveals particularly difficult to handle because it induces complex interplay between agents and slight trajectory offsets could lead to crashes. Another difficulty encountered by AIL algorithms is the ability to explore efficiently in the long term in order to find a correct human-like behaviors. The driving scene does not allow arbitrary displacements and exploring naively the plane with incremental shifts could quickly lead the agent to absurd situations like going off road.

In this work, we investigate to which extent AIL algorithms can be used for learning human-like driving policies able to adapt to new situations for long horizon simulation. Our main contributions are:

• An analysis of imitation performances of driving policies trained with Adversarial Imitation learning algorithms on highly interactive driving scenes extracted from Interaction Dataset.
• An action space for parsimonious exploration based on curvilinear coordinates with respect to a reference path generated by a planner that exploit the lanelet2 map format.
• An AIL algorithm that combines the benefits from variational information bottleneck and reward engineering.

We start to review main approaches for learning realistic driving policies in Section 2. Subsequently, Section 3 explains how we learn a driving policy from demonstration and describes the neural networks architectures. Finally, we detail experiments settings and report our results in Section 4.

2 RELATED WORKS

We review main traffic simulation approaches in Section 2.1 before studying more in-depth how driving polices can be learnt from demonstrations in Section 2.2.

2.1 Traffic Simulation

Traffic simulation has the potential to accelerate the development of Self Driving Vehicle (SDV) (Cao et al., 2020). The main challenge consists in guaranteeing that interacting with simulated traffic agents could provide valuable experiences. Heuristic based traffic simulator (Lopez et al., 2018) enables to generate traffic patterns with very few crashes but usually largely differ from real human traffic. Rule based driving policies like IDM (Treiber et al., 2000) designed for longitudinal control on highways or Mobil (Kesting et al., 2007) designed for lane changes cannot handle arbitrary road topologies where various trajectory profiles are plausible like complex intersections. Learning based methods offer more flexibility to adapt the driving policy to various scenes because they can leverage human demonstrations.

Reinforcement learning offers the possibility to design custom driving behaviours based on hand crafted rewards so that the driving agent can adapt to various situation based on explicit feedbacks like incentive to slow down at intersections, penalty in case of over-speeding, etc. Several works (Chen et al., 2021; Sharma and Sharma, 2021) show that RL driving policies are able to avoid safety critical failures in urban scenarios but the main limitation comes from the fact that the hand crafted reward does not constitute the true driving performance but acts as a proxy (Knox et al., 2021). Consequently a policy that has high expected return is not guaranteed to behave as a human would do which may lead to unrealistic traffic patterns. In order to drive as a human, data based methods leverage the huge amount of real driving demonstrations available to learn trajectories that match human preferences. Sinnet (Bergamini et al., 2021) or TrafficSim (Suo et al., 2021) builds upon prediction models to learn a centralized policy to animate each agent in the driving scene, but a centralized policy can not easily scale to large scenarios because it has to handle exponential number of interactions in the number of agents for long simulation horizons. In contrast, the RAIL algorithm (Bhattacharyya et al., 2019) formulates traffic simulation as a multi agent imitation problem and shows that realistic traffic patterns can be learnt but it also assumes that all driving agents are controlled by the same policy, driven by the same reward neglecting the diversity of real road users. Even if complementary approaches based on multi agent reinforcement enables to learn multiple policies with a centralized critic it is still very challenging to maintain training stability and convergence guarantees (Lyu et al., 2021).

Consequently we consider traffic simulation as a
decentralized problem which consists in learning single agent driving policies behaving close to human drivers for long simulation horizons.

2.2 Learning to Drive from Demonstration

In order to learn a realistic driving policy from human demonstrations it is possible to formulate the driving task as a supervised problem called Behavioural Cloning (BC) with the objective of matching actions generated by the learning policy and the ones selected by the expert (Codevilla et al., 2018). This technique suffers from compounding errors during test time because BC is trained offline in open loop with i.i.d samples whereas the closed loop evaluation of the policy induces a distributional shift due to sub optimal past decisions.

To compensate deviations in closed loop, it is possible to complete the training dataset by querying an interactive expert but online supervision is highly constraining because it either requires a human in the loop or a specific expert system (Ross et al., 2011). An alternative is to resort to uncertainty-based regularization with ensemble of expert policies to reduce deviations from expert trajectories distribution (Brantley et al., 2019). While this technique encourages the learner to stay close to the expert trajectories, it cannot provide explicit guidance out of distribution and remains computationally expensive to estimate accurately.

Adversarial Imitation Learning (AIL) offers more flexibility to guide the policy and several works already showed that generative adversarial imitation learning is able to learn realistic driving policies on highways scenario despite collisions still happens (Ho and Ermon, 2016; Kuefler et al., 2017). More importantly, standard AIL algorithms suffer from training instabilities due to the asymmetric competition between discriminator and the generator. The discriminator quickly tends to get too accurate which leads to uninformative gradients for the policy which struggles to match the expert driving strategy. To balance the performance between the generator and the discriminator, VAIL(Peng et al., 2018) enforces a constraint on the mutual information between the input observation and the discriminator’s internal representation which prevents the accuracy from getting too high. Even if this method enables to maintain informative guidance for the policy, the discriminator cannot understand the causal structure of the driving task which may lead to crashes once the policy is too far from training distribution (De Haan et al., 2019).

To help the discriminator to avoid catastrophic failures, domain knowledge could be used to feed the discriminator with high level semantic signals like off-road driving or collision indicators (Wang et al., 2021). However the value assigned to the signal is subjective and case sensitive which can deter the discriminator to exploit relevant features in the state action pair originally provided as input. To limit side effects on the discriminator, one can just add a penalty to the discriminator reward when the policy goes in undesired situations (Bhattacharyya et al., 2019). We build upon those recent advances in AIL to learn a realistic driving policy that can drive on new scenarios with better safety.

3 LEARNING A REALISTIC DRIVING POLICY

We formulate the driving task in Section 3.1 before detailing how to learn realistic driving policies in Section 3.2.

3.1 Problem Setting

We aim to learn realistic driving policies for animating traffic agents in simulation. Traffic simulation consists in generating driving episodes from predefined driving scenarios. A driving scenario \( S = (M, F, \rho_0, H, G) \) is composed of a simulation horizon \( H \), a bounded map of a road-network \( M \) and a traffic flow \( F \) that spawns traffic agents at specific time on the map according to an initial state distribution \( \rho_0 \) and a set of destinations \( G \). We consider decentralized traffic simulation where each agent is animated by its own driving policy assigned by the traffic flow. As real driving episodes are likely to include diverse policies, learning them simultaneously can turn highly unstable. Consequently, we propose to learn a single agent driving policy per episode called actor policy while other agents in the scene called workers are controlled by fixed driving policies. In order to learn a single agent driving policy, we formulate the task as Partially Observable Markov Decision Process (POMDP): \( (S, O, A, T, R) \). We condition the policy \( \pi \) on a goal \( g \) provided at initialization by the traffic flow to specify the driving task. At each decision step, the policy gets an ego centric observation \( o \) of the scene and take an action \( a \) to reach its goal. The observation is provided by an observer model \( O : S \rightarrow O \) that operates on the driving scene states \( S \). The driving scene state \( s \) which encompasses the actor state as well as traffic workers states evolves according to the transition dynamic \( T \) which take into account the actor action and implicitly traffic workers decisions.
The reward process $R$ is composed of two components based on domain knowledge and human demonstrations as detailed in Section 3.2.1.

### 3.2 Learning from Real Driving Data

We aim to learn a single agent driving policy $\pi_0$ from real demonstrations parametrized by a neural network. We build upon adversarial imitation learning and train jointly a policy and a discriminator so that the policy generates expert-like trajectories while the discriminator is trained to distinguish the policy and expert trajectory samples. Similarly to GAIL (Ho and Ermon, 2016), we aim to solve the following problem:

$$
\min_{\pi_0} \max_D \mathbb{E}_{(s,a) \sim \rho_0} [\log(D_\theta(s,a))] + \mathbb{E}_{(s,a) \sim \rho_\pi} [\log(1 - D_\theta(s,a))] - \lambda H(\pi_0)
$$

(1)

where $H(\pi_0)$ denotes the policy causal entropy and $\rho_0, \rho_\pi$ the marginal observation action distributions induced by expert and policy respectively. In order to solve this bi-level optimization problem (Liu et al., 2021), we alternate between optimizing the discriminator and optimizing the policy. The training procedure, depicted in Figure 1, is decomposed in three main steps repeated until the maximum number of training iterations is reached. The first step consists in collecting in parallel, multiple driving episodes with the current policy $\pi_0$ and gathering them in the policy buffer $B_\pi$. Subsequently, we train the discriminator on recent policy samples and expert demonstrations as described in Section 3.2.2. The third step consists in updating the policy based on Proximal Policy Optimization (PPO) (Schulman et al., 2017) on a training batch extracted from $B_\pi$ as detailed in Section 3.2.1. Note that the simulation horizon is progressively increased during training along with our policy improvements. In the two following sections, we explain how additionally we augment the usual AIL training procedure summarized above to leverage domain knowledge (Section 3.2.1) and to regularize the discriminator (Section 3.2.2).

#### 3.2.1 Updating the Policy

The policy is trained with a reward signal $r$ that is decomposed in two terms a synthetic reward $r_S$ based on domain knowledge and data driven term $r_{D_\theta}$ computed with the discriminator $D_\theta$ as detailed in Section 3.2.2.

$$
r = r_S + r_{D_\theta}
$$

(2)

The synthetic reward is itself composed of two terms: one that penalizes collisions when they occur $r_{col}$ and one that favors forward displacement $r_{ds}$:

$$
r_{f} = r_{col} + \alpha r_{ds}
$$

(3)

While the synthetic reward enables to avoid crashes and motionless behaviour, the data driven is expected to drive the policy close to humane trajectories. Since PPO algorithm is used to update the policy, we leverage the Generalized Advantage Estimator to modulate the bias-variance trade off of the policy gradient. For each policy sample $(s_t, a_t, r_t)$ and its associate future trajectory $\tau_t = [(s_t, a_t), \ldots, (s_{H-1}, a_{H-1})]$ where $r_t = r_S(\tau_t) + r_{D_\theta}(\tau_t)$, we estimate the GAE $A_t^{\text{GAE}}(s_t, a_t)$ as detailed in (Schulman et al., 2015). Subsequently, PPO objective $\max_{\theta} J_{PPO}(\theta)$ can be optimized with a clipping mechanism that tries to avoid abrupt changes of the policy parameters limited by the threshold $\epsilon_\pi$.

$$
J_{PPO}(\theta) = \mathbb{E}_{(s_t, a_t) \sim \pi_{old}}[\min(\mathbb{L}^\pi(\theta), \mathbb{L}_{clip}^\pi(\theta))]
$$

$$
\mathbb{L}^\pi(\theta) = \mathbb{L}(\mu_\theta(\theta)A_t^{\text{GAE}}(s_t, a_t))
$$

$$
\mathbb{L}_{clip}^\pi(\theta) = \text{clip}(\mu_\theta(\theta), 1 - \epsilon_\pi, 1 + \epsilon_\pi)A_t^{\text{GAE}}(s_t, a_t)
$$

#### 3.2.2 Updating the Discriminator

In the original GAIL algorithm, the discriminator tends to get too accurate too quickly during training which limits the progresses of the policy. Indeed, as the classification loss is easier to optimize compared to PPO loss that has high variance, the discriminator output progressively gets close to zero for
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The discriminator input is an Observation Action pair, hence the mutual information is written \( I((O,A), Z) \).

The discriminator objective \( J^{\text{Disc}}(\varphi) \) is optimized with mini batch gradient descent for \( K \) epochs on policy and expert buffers.

\[
J^{\text{Disc}}(\varphi) = \mathbb{E}_{(o,a) \sim \mathcal{R}} \left[ \mathbb{E}_{z \sim \mathbb{P}(z|(o,a))} \left[ \log(D_{\theta}(z)) \right] + \mathbb{E}_{(o,a) \sim \mathcal{R}} \left[ \mathbb{E}_{z \sim \mathbb{P}(z|(o,a))} \left[ \log(1 - D_{\theta}(z)) \right] \right] \right] - I_c \tag{5}
\]

As the mutual information \( I((O,A), Z) \) cannot be easily computed due to the difficulty to estimate the marginal distribution \( p(z) \), we approximate \( p(z) \) with a multivariate normal \( \mathcal{N}(0,I) \). Consequently we obtain an upper bound denoted \( M(\varphi) \) on \( I((O,A), Z) \) which we use as a regularizer.

\[
M(\varphi) = \mathbb{E}_{(o,a) \sim \mathcal{R}} \left[ KL[\mathbb{P}(z|(o,a)) || \mathcal{N}(0,I)] \right] - I_c \tag{6}
\]

where \( I_c = 0.5 \) denotes a threshold value. We update the Lagrangian multiplier \( \beta \) with dual gradient ascent in order to maintain the constrain on the mutual information as detailed in (Peng et al., 2018).

Once the discriminator is trained, the data driven reward \( r_{D_{\theta}} = \log(D_{\theta}(o,a) + \epsilon) - \log(1 - D_{\theta}(o,a) + \epsilon) \), bounded with \( \epsilon = 10^{-8} \) to avoid exploding gradients, saturates at a negative value instead of guiding the policy. In order to balance the performance of the policy and the discriminator, we complement the original problem 3.2 by constraining the information flow in the discriminator by means of an information bottleneck. We enforce a constraint on the mutual information \( I((O,A), Z) \) between the input of the discriminator and its internal representation \( Z \), that enables to define the constrain on the information flow. The algorithm called VAIL optimizes the standard GAIL objective while maintaining the mutual information constrain by introducing a Lagrangian multiplier \( \beta \) updated with dual gradient ascent (Peng et al., 2018).

\[
\min_{\varphi} \max_{\beta} J^{\text{Disc}}(\varphi) + \beta M(\varphi) \tag{4}
\]

The discriminator samples. Consequently, the data driven reward \( r_{D_{\theta}} = \log(D_{\theta}(o,a) + \epsilon) - \log(1 - D_{\theta}(o,a) + \epsilon) \), bounded with \( \epsilon = 10^{-8} \) to avoid exploding gradients, saturates at a negative value instead of guiding the policy. In order to balance the performance of the policy and the discriminator, we complement the original problem 3.2 by constraining the information flow in the discriminator by means of an information bottleneck. We enforce a constraint on the mutual information \( I((O,A), Z) \) between the input of the discriminator and its internal representation \( Z \), that enables to define the constrain on the information flow. The algorithm called VAIL optimizes the standard GAIL objective while maintaining the mutual information constrain by introducing a Lagrangian multiplier \( \beta \) updated with dual gradient ascent (Peng et al., 2018).

\[
\min_{\varphi} \max_{\beta} J^{\text{Disc}}(\varphi) + \beta M(\varphi) \tag{4}
\]

4 DRIVING POLICY

We detail in Section 4.1 how the driving policy observes and takes action before describing our neural network architecture in Section 4.2.
Table 1: Comparison of imitation and safety metrics of driving policies evaluated on different scenes: roundabout (R), intersection (I), merging (M).

<table>
<thead>
<tr>
<th>Metrics</th>
<th>BC</th>
<th>GAIL</th>
<th>SGAIL</th>
<th>SVAIL</th>
</tr>
</thead>
<tbody>
<tr>
<td>ADE-5(m)</td>
<td>8.18</td>
<td>4.20</td>
<td>3.78</td>
<td>3.37</td>
</tr>
<tr>
<td>ADE-15(m)</td>
<td>14.26</td>
<td>6.67</td>
<td>7.5</td>
<td>5.34</td>
</tr>
<tr>
<td>CR(%)</td>
<td>75</td>
<td>30</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>ADE-5(m)</td>
<td>6.29</td>
<td>3.23</td>
<td>3.23</td>
<td>2.75</td>
</tr>
<tr>
<td>ADE-15(m)</td>
<td>14.16</td>
<td>5.98</td>
<td>5.13</td>
<td>5.04</td>
</tr>
<tr>
<td>CR(%)</td>
<td>79</td>
<td>41</td>
<td>37</td>
<td>31</td>
</tr>
<tr>
<td>ADE-5(m)</td>
<td>4.71</td>
<td>3.95</td>
<td>3.95</td>
<td>3.78</td>
</tr>
<tr>
<td>ADE-15(m)</td>
<td>8.18</td>
<td>6.29</td>
<td>6.29</td>
<td>5.34</td>
</tr>
<tr>
<td>CR(%)</td>
<td>8.18</td>
<td>41</td>
<td>41</td>
<td>31</td>
</tr>
</tbody>
</table>

4.1 Observation and Action Space

The driving policy $\pi(a|o, p(g))$ is both conditioned on an ego-centric observation of the driving scene and on a reference path $p(g)$ that leads to its destination. The reference path $p(g)$ is computed by a top level path planner independently from the scene context leveraging the lanelet2 map format of the driving scene. In order to move as much as possible along the reference path $p(g)$ we define the action space based on curvilinear coordinates $(s, n)$ with respect to $p(g)$ as depicted in Figure 2. In order to handle the variable number of neighbors in the scene, individual configuration and history are embedded for each neighbor with two separate networks shared for all neighbors. The feature vectors $F_3, F_4$ that represent neighbors histories and neighbors configurations are computed by summing individual embeddings when the agent exists as indicated by a mask. At the end of the Observation network backbone, observation features are combined by concatenation and a FC layer computes the final observation embedding vector. The policy and value heads composed of consecutive FC layers share the same observation embedding vector but the value gradients are not back-propagated through the backbone which would perturb the policy for the next data collection. Regarding the discriminator, it shares the same architecture for computing the observation embedding vector but has a separate network. The encoder and decoder networks are built with consecutive FC layers. Note that $z$ is sampled using the reparametrization trick $z = \mu + \epsilon \cdot \Sigma$ with $\epsilon \sim \mathcal{N}(0, I)$ during discriminator updates whereas the mean $\mu$ is directly used to feed the decoder $D_{\theta}$ when the reward is computed for PPO updates.

4.2 Neural Network Architecture

The driving policy $\pi_0$ is implemented with a neural network that parametrizes the next action $[d_{s_t}, d_{n_t}]$ with two independent gaussian distributions whose mean and variance are both learned. The network first embeds each observation component with specific sub networks built upon Fully Connected (FC) layers and generates a set of observation features $F = [F_{i}]_{i=1...6}$ depicted with colored rectangles in Figure 2. In order to move as much as possible along the reference path $p(g)$ we define the action space based on curvilinear coordinates $(s, n)$ with respect to $p(g)$ as depicted in Figure 2. In order to handle the variable number of neighbors in the scene, individual configuration and history are embedded for each neighbor with two separate networks shared for all neighbors. The feature vectors $F_3, F_4$ that represent neighbors histories and neighbors configurations are computed by summing individual embeddings when the agent exists as indicated by a mask. At the end of the Observation network backbone, observation features are combined by concatenation and a FC layer computes the final observation embedding vector. The policy and value heads composed of consecutive FC layers share the same observation embedding vector but the value gradients are not back-propagated through the backbone which would perturb the policy for the next data collection. Regarding the discriminator, it shares the same architecture for computing the observation embedding vector but has a separate network. The encoder and decoder networks are built with consecutive FC layers. Note that $z$ is sampled using the reparametrization trick $z = \mu + \epsilon \cdot \Sigma$ with $\epsilon \sim \mathcal{N}(0, I)$ during discriminator updates whereas the mean $\mu$ is directly used to feed the decoder $D_{\theta}$ when the reward is computed for PPO updates.

5 EXPERIMENTS

5.1 Simulation Dataset and Metrics

In order to learn a driving policy from real demonstrations through interactions, we build a driving sim-
ulator on top of driving scenes extracted from the Interaction dataset (Zhan et al., 2019). The dynamics of traffic workers is approximated by replaying their original trajectories during simulations because we ignore how to animate them realistically on new situations. We focus on three different maps with high number of interactions: the roundabout called DR.DEU.Roundabout_OF, the intersection called DR.USA.Intersection_EP0 and the merging called DR.DEU.Merging_MT. Since we aim to imitate the driving style of road users on specific spots we train our driving policy separately on three training sets for each map. For each of the training set, we extracted 200 driving scenarios for each of the following temporal horizons: 2.5, 5, 7.5, 10, 12.5 and 15 seconds which gives a total of 1200 training scenarios per area. The three associate validation sets are each composed of 128 new real scenarios of 15 seconds in order to focus on long term simulation performances. In order to evaluate the imitation of the actor driving policy we compute the Average Distance Error between the three maps, we note that its is harder to perform similar imitation metrics. The results of SVAIL shows that imitation performances can further be improved compared to SVAIL by modulating the accuracy of the discriminator. We conclude that original GAIL can significantly benefit from modifications proposed in SGAIL and VAIL.

Comparing the ADE-15 variations of SVAIL between the three maps, we note that its is harder to imitate human driving style on scenarios built on the intersection. This can be explained by the fact that the interaction map contains more lanes and junctions than the roundabout and the merging with numerous agent spawning locations encoded in the initial state distribution \( \rho_0 \). Consequently the expert trajectory distribution on the intersection has a bigger support which is more difficult to learn both for the discriminator and the policy.

### 5.2 Results

We analyse the performances of different IIL algorithms for learning realistic driving policy based on real driving demonstration of the validation set. We trained several baselines that we list below:

- **BC**: implements standard behaviour cloning that only exploit expert demonstrations (Codevilla et al., 2018).
- **GAIL**: implements a standard implementation of GAIL algorithm without the variational information bottleneck (Ho and Ermon, 2016).
- **SGAIL**: implements GAIL algorithm whose reward is augmented by the addition of a synthetic component \( r_s = r_{\text{col}} + 0.1r_{ds} \) as detailed in Section 3 inspired from (Bhattacharyya et al., 2019). The penalty equals \( r_{\text{col}} = -2 \) when the collision occurs and the bonus for longitudinal displacement \( r_{ds} = \max(1.0, \frac{d_{max}}{d_{max}}) \) depends on the maximal speed allowed \( d_{max} = 50 \text{km/hour} \).
- **SVGAIL**: implements the VAIL algorithm detailed in Section 3.2 and adds the synthetic reward the same way as SGAIL.

We trained all those baselines with the neural network architecture detailed in Section 4.2 on the demonstrations of each training set separately. We compare imitation and safety metrics on the validation set and we report the metrics in Table 1. We first compare GAIL performances with Behaviour Cloning that does not learn through simulation interactions. We observe that BC suffers from compounding errors with high ADEs and tends to collide on a majority of scenarios. GAIL outperforms BC performances for long term imitation and gets significantly safer than BC with a much lower rate of episode with collisions. As GAIL still often collides it could be beneficial to penalize it more intensively with a synthetic reward for this specific event. We observe that SGAIL successively improves safety performance of GAIL while keeping similar imitation metrics. The results of SVGAIL shows that imitation performances can further be improved compared to SGAIL by modulating the accuracy of the discriminator. We conclude that original GAIL can significantly benefit from modifications proposed in SGAIL and VAIL.

### 6 CONCLUSIONS

In this work, we analyse imitation and safety performances of IIL algorithms on real and highly interactive scenarios extracted from Interaction Dataset. We propose an efficient action space based on a reference path and curvilinear coordinates which enables to explore plausible human trajectories parsimoniously. We propose an advanced version of the VAIL algorithm that exploits a synthetic reward based on domain knowledge and the lanelet2 map format for observation extraction to better guide the policy during training. We show that our algorithm outperforms all the baselines in imitation and safety on driving scenarios unseen during training. For future works, we plan to better control the trade off between human...
imitation and safe driving which still limits practical applications.
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