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Abstract: The preparation of terrain data for web visualization is time-consuming. We model the problem as a scientific workflow that can be executed by a workflow management system (WMS) in a cloud-based environment. Such a workflow management system provides easy access to the almost unlimited resources of cloud infrastructure and still allows a lot of freedom in the implementation of tasks. We take advantage of this and optimize the computation of individual tiles in the created level of detail (LOD) structure, as well as the scheduling of tasks in the scientific workflow. This enables us to utilize allocated resources very efficiently and improve computation time. In the evaluation, we analyze the impact of different storage endpoints, the number of threads, and the number of tasks on the runtime. We show that our approach scales well and outperforms our previous work based on the framework GeoTrellis considerably (Krämer et al., 2020).

1 INTRODUCTION

In recent years, workflow management systems (WMS) have gained popularity. In the past, tasks were simple enough to be solved by a single application on a desktop computer. This is no longer possible. The amount of data is growing too fast, more and more computing power is needed and updates based on new input data have to be delivered more frequently. At the same time, results should be reproducible and calculated as fast as possible.

WMS provide a solution for this. They are based on splitting the overall problem into subtasks. Each subtask solves a small part of the problem and might depend on other subtasks. The WMS recognizes these dependencies and ensures a correct execution order. Once all the steps are completed, it returns the final result to the user.

WMS are already used in many areas of science: The Montage workflow computes images of the night sky (Berriman et al., 2004) and LODSEQ analyzes genetic linkage (Larsonneur et al., 2018). Other examples can be found in the area of wildfire prediction (Crawl et al., 2017), life science (Oinn et al., 2006) and chemistry (Beisken et al., 2013).

When WMS are executed in the cloud, calculations can be highly parallelized. The WMS executes the sub-tasks in a distributed way and delivers results much faster compared to single instances.

In this paper, we present a workflow to prepare terrain data for web visualization in Cesium (Cesium GS, Inc., 2022). Our input data are images that encode height information in each pixel. Our output data are triangle meshes in different resolutions that can be visualized in Cesium. If the viewer looks at the terrain from far away, a coarse triangle mesh is loaded. The closer he gets, the more details are displayed.

Our goal is to compute the required level of detail (LOD) structure as fast as possible. To do this, we implement two ideas: 1) We reduce the computational effort of the coarser levels by reusing previous results. 2) We decompose the calculation into subtasks and execute them using a WMS. There are several possibilities for modeling the workflow. We describe how the subtasks should be selected and investigate how well our approach scales in the cloud.

Finally, we compare our results with our previous work. In the past, we solved the problem of terrain preparation with the framework GeoTrellis (Azavea Inc., 2021). We describe why our new approach leads to considerably faster results and present ideas for future work.
2 RELATED WORK

An early approach to task parallelization of geospatial data in the cloud was presented by Cui et al. They described an abstract approach how remote-sensing data should be processed. For this, they identified the three subtasks pre-processing, processing and post-processing. Cui et al. parallelized the subtasks across multiple workstations and connected them via shared storage. This led to an improvement compared to the serial processing (Cui et al., 2010).

Nowadays, computation takes place in the cloud. Several frameworks such as Apache Hadoop (Apache Software Foundation, 2021) and Apache Spark (Zaharia et al., 2010) support users in parallelizing their applications across multiple VMs. GeoTrellis (Azavea Inc., 2021) is a framework based on Apache Spark and provides capabilities to read, write and manipulate geospatial raster data. Jacobsen et al. used it to detect harvests based on landscape changes. For this, they built a system with several components. On the one hand, a storage loads and caches data on demand. On the other hand, a processing component evaluates provided data. Both are controlled by a job manager. It processes a job graph and distributes tasks to the appropriate components. In this way, Jacobsen et al. transferred the scalability of Apache Spark to their problem. When computation capacity is needed, GeoTrellis respectively Apache Spark takes care of providing it. This is similar to our approach, where we exploit the scalability of a workflow management system to process terrain data.

As an alternative to GeoTrellis there is GeoMesa (Hughes et al., 2015). While GeoTrellis is limited to raster data, GeoMesa can also handle vector data. Instead of Apache Spark it uses Apache Hadoop, an open-source implementation of MapReduce (Dean and Ghemawat, 2008).

MapReduce is based on the idea of splitting an algorithm in two steps. The first one is called mapping. The algorithm gets a list of key-value pairs as input and produces a new list of pairs for each single pair. Each input pair can be processed by a mapper independent of the other ones. Therefore these mappers can be parallelized. Afterwards the lists are reduced. All values of a certain key in the former produced key-value pair lists are processed together as a task. This task produces a new list of key-value pairs. Again all value lists can be processed independently of the value list of other keys and enable parallelization of the mappers. Wang et al. adapted MapReduce for their own algorithm with an additional grid index to reduce the number of computations of intersections on GIS overlays (Wang et al., 2015). They demonstrated their algorithm on a land change analysis by analyzing polygon overlays. Their first MapReduce task determines which polygons are in which grid. The mapping tasks outputs grid-polygon pairs of each grid based on the minimum bounding rectangle. In the following reduce tasks, each grid has an assigned list of possible polygons based on the mapping task pairs. Now it is checked if a polygon is actually in the grid. The second MapReduce task is to calculate the overlap between the two polygon overlays. In the mapping task, for each grid, all polygons are approximately pair-wise checked for overlaps based on their minimum bounding rectangle. The outputs are pairs of intersecting polygons. Their intersection points are calculated in the reducing task. In both MapReduce tasks, the mapping task is an approximation of the actual task to reduce the amount of computations. The resulting candidates are then checked in the reducing task accurately.

Zhong et al. developed an architecture based on Apache Hadoop for storing and processing geospatial data for WebGIS applications (Zhong et al., 2012). Their data is stored as key-value pairs across different nodes. Each node processes its own data and exchanges only the results with a master node. They call this processing model MapReduce-based Localized Geospatial Computing Model.

Giachetta et al. developed a framework called AEGIS based on Hadoop’s MapReduce (Giachetta, 2015). It processes high amounts of remote sensing data in a distributed environment. The abstraction of the framework enables adaption to different tasks but makes the usage complex and still requires adaption of algorithms to the MapReduce architecture.

Crayons is a system for parallel processing of GIS data in the Microsoft Azure cloud (Agarwal, 2012). It performs spatial polygon overlay operations between two GIS layers of vector-based GML files. The computation is parallelized by partitioning the data based on the intersections of the polygons of the two input layers. The partitioned data is then processed by multiple workers using a queue for the partition ids. In contrast to our approach, Crayons supports vector-based data instead of raster data.

Hegeman et al. processed LiDAR data in the cloud to generate an elevation model (Hegeman et al., 2014). They read the whole data into the memory to avoid slow I/O operations. This is a strong limitation as it requires a lot of memory. However, this enables fast operations. The data is reduced by averaging neighbouring points and storing them with hashing. Afterwards, the data set is divided into clusters which are assigned to different nodes in the cloud. The nodes divide their cluster further into cells to make
use of multiple threads. They triangulate each cell independently and combine them later. In contrast to this approach, we do not read the whole data into memory. However, we also split our data depending on the number of computing units to ensure a good utilization.

We use a workflow management system (WMS) to manage calculation. Since WMS are an important topic in the processing of big data, there are many different systems. LWGeoWMS is a WMS specialized on geospatial data (Du and Cheng, 2017). It enables the sharing and management of resources across different tasks. This includes the registration and scheduling of available resources. Another WMS for geographic data processing is GEO-WASA (Medeiros et al., 1996). The WASA workflow environment is extended with functions for geo-processing. It enables complex pipelines with a focus on geospatial data. Similar to GEO-WASA, Geo-Opera (Alonso and Hagen, 1997) also unites different geo-data processes in one environment by extending the process engine OPERA. The tasks are modeled as geo-processes, running different software on heterogeneous hardware.

These are WMS specialized for processing geo-data. On the one hand, they provide a lot of functions out of the box, but on the other hand, they also limit the user. Custom ideas cannot be implemented easily if they differ from the concepts of the systems. For this reason, we use a general purpose WMS, namely Steep (Krämer, 2021). It enables us to scale our application in the cloud and distributes tasks to different VMs. At the same time, we retain full control over the developed application logic and can implement problem-specific accelerations. Steep itself has many features like a powerful scheduler that supports hardware requirements for tasks, or different runtime environments. The most important feature for our approach is the flexibility of the workflow definition. The tasks are only defined at runtime. This is a prerequisite for our workflow presented in Section 3.2.

In our earlier work (Krämer et al., 2020), we performed the same task of terrain preprocessing with GeoTrellis an top of Apache Spark instead of a WMS. The frameworks made it possible to set up the processing very easily. However, they also came with some limitations that we want to address in this work. GeoTrellis is only capable of handling raster data. This is a huge drawback because it requires a computationally expensive resampling of input data. Our new approach circumvents this limitation and works directly on the raw data. This prevents resampling errors and speeds up processing. In addition, Spark generates a lot of shuffle data during processing. This data has to be written and read again, which slows down the processing even more. In this work, we avoid shuffle data and store only the final results. By using a WMS, we can still run our computations in the cloud, but are no longer restricted by a framework. These advantages lead to a huge performance improvement, which we present in this paper.

3 APPROACH

Our system generates a digital terrain model for visualization based on height data from GeoTiff files (Maptools.org, 2020). Our approach consists of two parts: First, we present an efficient way to process the data. For this we use results from the first steps to speed up the later ones. Our second contribution is a representation of the problem as a scientific workflow. In this way, jobs can be distributed across many VMs in the cloud and computation is faster.

3.1 Level of Detail Generation

Large models are often visualized using a level of detail structure. If the viewer is far away, a coarser resolution is loaded than if he is close. A data format for terrain visualization is quantized mesh (CesiumGS, 2020). The LODs are based on a quadtree, starting on the coarsest LOD 0 with two quadratic tiles. The first tile covers the world west of the prime meridian, the second everything east. In each level, the tiles are divided into four sub-tiles to increase the overall resolution. This means that the second coarsest level (LOD 1) consists of eight tiles, and the LOD 2 has 32 tiles. This schema is specified by the Tile Map Service (TMS) (Open Source Geospatial Foundation, 2012) in the global-geodetic profile.

Our system generates the tiles for each requested LOD. The input data are GeoTiff files that encode a height value in each pixel. However, this information cannot be used directly since the quantized mesh format requires no raster data, but a triangle mesh for each tile. To generate it, the appropriate pixels have to be extracted from the GeoTiff and then triangulated. For this, we use a variant of the Delaunay triangulation (Delaunay et al., 1934; De Berg et al., 2008). In contrast to the original algorithm, we define four corner points for each tile to obtain a closed surface across tile boundaries. Furthermore, we only add points to the triangle mesh until a certain accuracy is reached. This results in a very coarse resolution of LOD 0, while increasing LODs are more and more accurate. For a more detailed explanation, we refer to our earlier work (Krämer et al., 2020).
During LOD generation, we start at the most accurate level. This level can be configured by the user and should be selected depending on the resolution of the input data. Figure 1 illustrates the process with LOD 17 as most accurate level. We access the GeoTiff files and compute the corresponding triangle meshes. It is possible that a tile exceeds the boundaries of a GeoTiff. In this case, we read the required pixels from multiple GeoTiff files. For example, this applies to the tiles in the third row in Figure 1. We store the triangulated tiles as quantized mesh files, they are ready for visualization.

All other LODs are triangulated using the quantized mesh files of the previous LOD as input. We first identify the four sub-tiles of the tile to be computed. Then we access the corresponding quantized mesh files and read the vertices from their triangle meshes. These vertices are triangulated again, with a higher allowed error. In this way, not all points are used and the resolution of the new tile is lower. Finally, we save the new tile as a quantized mesh file to make it available for the next coarser LOD and for later visualization.

This approach has two major advantages: First, the triangulation of the coarser levels is much faster, since fewer points have to be considered. If we would work on the original GeoTiff files instead, the coarsest level would require reading the entire dataset. This would take a lot of time and is not a practical solution. Second, no separate data structure has to be stored between the LODs, because the quantized mesh files are used directly. This saves I/O operations and speeds up calculation.

3.2 Representation as a Scientific Workflow

A scientific workflow consists of multiple tasks. They may depend on each other if the outputs of one task are needed as inputs for the other. In this case a sequential execution is necessary, otherwise the execution can be parallelized. The workflow management system detects these dependencies and schedules the execution in the cloud. We translated the terrain generation problem into the workflow illustrated in Figure 2.

As described above, the terrain data we generate should be visualized in Cesium. For this, Cesium needs a metadata file to know which tiles it can request. The file is created by our first task called Create Layers File. It takes the extent of the area to be calculated, as well as the requested LODs and writes the tiles to a JSON file. In addition, the task creates a file in which the number of the highest, i.e. the most accurate LOD is stored. This file is read by the second task Generate Keys.

A naive approach for tile generation would be to call the triangulation task for each tile in a LOD. In theory, this approach enables maximum parallelism since each tile could be generated simultaneously. In practice, however, this parallelism would never be exploited. Even moderately large data sets lead to several thousand tiles in the highest LOD. It is very unlikely that so many VMs should be used and therefore, most of the tiles would be created one after the other. Nevertheless, the workflow management system would have to send a job to the VM for each tile and receive the result. This adds unnecessary communication overhead, which is why we introduced batches.
The *Generate Keys* task groups the tiles of one LOD into batches. As a result, the workflow management system will only distribute batches to the VMs and not tiles. The batches should neither be too large nor too small. If too few tiles are grouped, the communication overhead will not be reduced. On the other hand, the batches should not be too large either. When a VM has finished processing its batch, the workflow management system assigns a new one to it. At some point all the batches of a LOD have been distributed and it is necessary to wait for their completion. The larger the batches, the more likely it is that some VMs will finish considerably before others. This reduces parallelism and slows down the overall processing time.

An optimal batch size depends on the overhead for executing a task, the number of VMs and the run time of a process. These factors vary depending on the used hardware and data. While it is possible to find a good batch size by trying different sizes, an automatism would be favorable. We developed an algorithm to define the batches automatically. It avoids a fixed batch size and instead varies the batch size during the triangulation process. We start with large batches to keep the VMs busy for a long time. Towards the end, we use smaller batches. This enables us to react to faster VMs and distribute remaining work more flexible.

Figure 3 illustrates our grouping of tiles into batches and their assignment to VMs. *Generate Keys* splits the amount of tiles in two halves. The first half is distributed equally to all available VMs. This leads to large batches so that many tiles can be calculated with low communication overhead. The remaining half of tiles is cut into halves again. Each new half contains now a quarter of all tiles. The first one is used to generate as many batches as there are VMs again. These new batches are smaller and enable the WMS to react to different processing speeds of the VMs. Towards the end of the computation, this becomes more important, which is why our batches are also getting smaller. We continue halving and distributing the remaining tiles until the batch size is smaller than a selected minimum. This minimum is the only configuration the user has to provide. It can be set depending on the performance of the VMs and the complexity of the triangulation.

With our adaptive batch size, we can minimize the communication overhead with the VMs and still as-
sign new batches until the end. However, this flexibility must be supported by the WMS. In the implementation, a WMS has to be chosen that allows the definition of tasks during run time.

When all batches for a LOD are processed, the Countdown task reduces the LOD by one. Like Create Layers File it creates a file in which the next LOD is written down. This triggers the Generate Keys that will group the tiles of this LOD to batches again. When we reach the desired smallest LOD, Countdown will not produce an output file and the workflow terminates. The smallest LOD is at least 0 but can be chosen higher if it makes sense for the input data.

4 EVALUATION

We evaluated our approach with the workflow management system Steep (Krämer, 2021). It supports new tasks during run time and can be installed in a cloud-based environment (Krämer et al., 2021).

As input data we used GeoTiff files, covering the federal state of Hesse, Germany. Hesse has a total area of approximately 20 thousand km² and our input data consists of 973 files with a total size of 84 GB. Each file has 5000 × 5000 pixels and a resolution of one pixel per square meter. The data set is owned by Hessian State Office for Land Management and Geoinformation (HVBG), a version with XYZ files instead of GeoTiff is available as open data (Hessisches Landesamt für Bodenmanagement und Geoinformation, 2021).

In our evaluation we generate LOD 6 to 17. LOD 17 is sufficient to represent our highest resolution of one square meter. A coarser resolution than LOD 6 does not make sense, because Hesse will be too small in relation to the whole world. We calculated the LODs in a cloud-based environment (Section 4.1) and examined the influence of various factors on processing speed including parallelization (Section 4.2), the size of the batches (Section 4.3) and the influence of the storage backend (Section 4.4).

4.1 Cloud Setup

The processing of the terrain data should be as efficient as possible. For this reason, we installed Steep (version 5.9.0) in an OpenStack (Sefraoui et al., 2012) cloud. Steep only starts VMs when there is something to compute, afterwards they are shut down again. Since terrain data only needs to be processed very irregularly, such a setup reduces operating costs considerably compared to a classic server solution.

Our whole architecture is shown in Figure 4. Steep itself is running on an instance with two cores and 8 GB of RAM. When it receives a new workflow, Steep starts new VMs to execute the tasks. These VMs have 4 cores and 4 GB of RAM each.

The VMs have access to different storage backends. The first one is a distributed file system based on GlusterFS (Red Hat Inc., 2019) and mounted using NFS. It is installed in the same OpenStack environment than the other VMs and consists of multiple instances with 2 cores, 8 GB memory and a hard disk. Since the exact number of instances varies during our evaluation, we will specify it with the measurements. In Section 4.4 we will replace GlusterFS by AWS S3 (Amazon Web Services, Inc., 2021) as well as with a private object store.

4.2 Parallelization

As mentioned in Section 4.1, our VMs have 4 cores. We want to exploit them by computing multiple tiles of a batch at the same time. For this we start several threads on a VM. Each thread takes one tile from the currently processed batch and computes it. When this is done, it takes the next one until the whole batch is
processed. Figure 5 illustrates the influence of multiple threads on the total run time. An increase from 1 to 2 threads halves the run time. The same applies to the change from 2 to 4 threads. This was expected, since all cores of the VM are used in this way.

However, eight threads reduce the run time even further before it increases again with 16 or more threads. This can be explained by slower I/O operations. To compute a tile, the input data must be retrieved from the storage backend and the finished tile has to be written back. Since all storage backends are connected via the network, these I/O operations are slow. By starting more threads than cores, we can hide the I/O operations. While a thread waits for data, another one can use the core for computation. However, with 16 or more threads, the management overhead dominates the benefit, so the overall run time is negatively affected. 8 threads are a good trade-off between management overhead and hiding I/O latency. We will use this number for the following experiments.

Besides parallelization through multiple threads, we also use multiple VMs simultaneously. Figure 6 visualizes the run time for different numbers of VMs. While one VM requires 351 minutes (this is the optimum in Figure 5), additional VMs can further reduce the run time. The process scales almost linearly with up to 3 VMs but then starts to get slower the more VMs are added. From about 10 VMs on, no considerable improvement can be observed.

Until now, all experiments used a single GlusterFS server as storage backend. It is reasonable that this storage becomes a bottleneck and increasing the number of VMs will not add any value. In Section 4.4, we will therefore examine the storage backend in more detail.

4.3 Batch Size

Our approach of an automatic varying of the batch size aims to maximize the number of parallel working VMs. The VMs are created at run time. After a VM is created, idling should be avoided and the communication overhead for batch distribution should be minimized. Figure 7a visualizes how many of the 16 available VMs are created and running through the entire triangulation process. Each color encodes a level of detail, starting with the finest one in yellow.

The workflow starts with a single VM for the `Create Layers File` and `Generate Keys` task. When the triangulation of the batches starts, more VMs are created. It takes about 13 minutes to start all 16 VMs. When calculating LOD 17 (yellow), 16 (blue) and 15 (red) all VMs are working almost continuously.

In the coarser LODs the number of parallel working VMs is lower. In these levels, fewer tiles have to be computed and it is no longer possible to generate many long-running batches like in the first LODs. As mentioned in Section 3.2 the minimum batch size is a trade-off. If it is too small, the communication overhead increases due to more scheduling effort. If it is too large, there are not enough batches for all VMs. In the last levels one of the problems always exists. However, this applies only to a fraction of the total data.

![Figure 6](image-url) Run time with one GlusterFS server and 8 threads. Red line marks linear scaling.

![Figure 7a](image-url) Parallel running, i.e. non-idling VMs with 1 GlusterFS server, 8 threads and a maximum of 16 VMs. Color encodes level of detail. (LOD 17 in yellow, LOD 16 in blue etc.) Brown bars encode another service than `triangulate`.

(a) Our adaptive batch size. (b) Batch size 1 000. (c) Batch size 100 000.
processing time. Most of the time is needed for the first levels, that can be efficiently calculated by the adaptive batch size.

We compared our approach to a fixed batch size of one thousand (Figure 7b) and 100 000 (Figure 7c). One thousand tiles in a batch are too few. The VMs are almost continuously utilized (similar to our approach), but the total run time is considerably higher because of increased communication overhead. A batch size of 100 000, on the other hand, is too large. At the end of LOD 17 (yellow) there are not enough batches left to keep all VMs busy. Starting with LOD 16 (blue), some VMs are even idle from the beginning. There are too few tiles to create such large batches for all VMs. This again leads to a longer total run time.

4.4 I/O Overhead

The GeoTiffs as well as the generated quantized mesh files have to be stored somewhere. In the previous sections, a single GlusterFS server was used for this purpose. In Section 4.2, we assumed that increasing the number of VMs does not improve performance because the storage backend is the bottleneck. This assumption is supported when looking at the CPU load of the GlusterFS instance (Figure 8). It reaches an upper bound of almost 90% for more than 10 VMs. This indicates that the one GlusterFS server is not able to provide more than 10 VMs with data.

In this section, we examine the impact of additional GlusterFS servers on the overall run time. To provide better comparability of our work, we also replaced GlusterFS with AWS S3, as well as with a private object storage.

GlusterFS Servers

In the previous experiments, we fixed the number of GlusterFS servers to 1. Now we add more GlusterFS server in the distributed volume mode. In this way a file is stored on just one server without replication. Due to their random distribution, each server has a similar workload during the calculation.

We calculated the LODs again with 16 VMs and 8 threads each, but varied the number of GlusterFS servers (Figure 9). As expected, more GlusterFS servers reduce run time. However, the speedup is significantly less than it was for more threads or VMs. The difference to a linear scaling is already clearly visible when switching from one to two GlusterFS servers. Nevertheless, the run time can be improved by another 35% with 8 GlusterFS servers compared to just one.

AWS S3

To assure compatibility of our results, we run the same experiment (16 VMs, 8 threads) with Amazon AWS S3 instead of GlusterFS. The run time is 184 minutes and therefore much slower than with one GlusterFS server (67 minutes). While S3 itself provides fast storage access, the latency is higher due to the higher physical distance between the servers. In addition, the large number of small files results in many read and write operations. These are charged by AWS, leading to higher operating costs.

Private Object Store

We repeat the same experiment with a private object store. It uses the same access protocol than AWS S3 but the servers are closer to our cluster. This improves...
the run time from 184 minutes (AWS S3) to 108 minutes and confirms the great influence of I/O latency.

5 COMPARISON WITH PREVIOUS WORK

In our previous work we performed the same task on the same data set but used GeoTrellis on top of Apache Spark instead of a workflow management system (Krämer et al., 2020). As mentioned above, this approach had the advantage of being easy to set up. However, the frameworks limited us and led to undesired behavior such as resampling of input data and many shuffle operations during processing. With our new approach we want to circumvent this and increase the performance considerably.

In our previous work we had 16 GlusterFS servers with 2 cores and 8 GB of RAM. On these instances, the LODs were calculated as well. This differs from our new approach, where the instances for calculating are separated from those for storing the data.

Our total run time with the old approach is 79 hours when using 16 instances for GlusterFS including one for calculating the LODs. The new approach needs less than 6 hours with a single GlusterFS instance combined with one for calculation. This is a huge improvement of factor 13 even considering that we now used 4 cores instead of 2. Our best run time in the old approach used 15 calculating VMs and took 354 minutes. The new approach is 5 times faster with 67 minutes. If we add five more GlusterFS servers we can even reduce the run time to 44 minutes.

These measurements confirm that our new approach brings significant performance improvements. It is superior to the old approach and demonstrates that workflow management systems are a powerful basis for the processing of terrain data.

6 CONCLUSION

In this paper, we computed the LODs for a terrain model using a scientific workflow. During calculation we used the results from a more accurate LOD to speed up the computations of the next coarser LOD. Since we used already generated data, we did not need an additional data structure. This saved I/O operations and sped up calculation.

However, we store each resulting tile as an individual file. For the data set used, this is about 2.5 million files with a few kilobytes each. In a future work we want to combine all tiles of a batch in one large file. This would reduce the number of I/O operations and speed up calculation further. In addition, the costs of AWS S3 are calculated based on the number of data accesses. Reducing the number of files reduces operating costs when using AWS S3 as a storage backend. The drawback of this solution is that the byte ranges of the individual tiles must be captured. If a tile is read, only these bytes have to be returned from the larger file. Nevertheless, this is a promising approach that should be investigated in future work.

In our approach, the WMS starts VMs for the calculations. This provides a lot of flexibility, but we have to wait a few minutes before newly started VMs are ready. In the future, we want to explore the possibilities of serverless computing. Instead of launching VMs, the WMS could run containers directly through the cloud provider. In this way, the infrastructure would be further simplified and new types of orchestration would be possible.

Our main contribution in this paper is the preparation of terrain data using a scientific workflow. For this purpose, we introduced an adaptive batch size that bundles several tiles in one batch. The dynamic size of these batches enables the workflow management system to consistently utilize all available VMs, minimizing their idle time and speed up the calculation.

Our evaluation shows that our approach scales well when computation power is added. With 16 VMs, we can prepare the entire test data set in just over an hour, while it takes almost six hours on a single instance. This is significantly faster than our previous work, where we needed 15 VMs to process the data set in under six hours.

With our new approach, even large data sets can be prepared for visualization efficiently. The required VMs are started on demand and are continuously used afterwards. This leads to fast results and low operating costs at the same time.
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