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Abstract: Battery electric vehicles (BEVs) are an immediate solution to the reduction of greenhouse gas emissions. However, BEVs are limited in their range by the battery capacity. An accurate estimation of BEV’s range and its energy consumption have become a significant factor in eliminating customers “range anxiety”. To overcome range anxiety, advanced algorithms can predict the remaining capacity, estimate the range and inform the driver. Algorithms need to consider various influencing factors for their range estimation. A crucial part for an accurate range estimation is the energy consumption modeling itself. Thus, machine learning-based approaches are highly investigated which are able to learn nonlinear relations between relevant features and the energy consumption. In this paper, we propose a data-driven approach for the energy estimation of BEVs by utilizing ensemble learning to achieve a feature-specific estimation. In this paper, we trained neural networks on different road types independently. We improve the overall estimation by combining models via the mixture of experts method compared to a monolithic trained neural network. The results demonstrate that specialized neural networks for the energy estimation of BEVs are beneficial for the energy estimation. This approach contributes to reducing range anxiety and therefore helping toward elevated adoption of BEVs.

1 INTRODUCTION

The electrification of the automotive industry has become the solution for future sustainable transport and contributes to the reduction of air pollution and the dependency on fossil fuels (Arif et al., 2021). Especially BEVs have become popular as alternative for conventional internal combustion engine vehicles. The reason for this is that BEVs offer zero local emissions in combination with reduced noise pollution (Mahmoudzadeh Andvari et al., 2017; Sanguesa et al., 2021; Hua et al., 2021). Due to their simpler design with regard to required parts for building them, they are easier and cheaper to build, easier to maintain and moreover more efficient than combustion vehicle counterparts (Sanguesa et al., 2021). Despite the environmental benefits of BEVs, customers are still reluctant to fully accept and adopt the electrification trend in the transport sector. The reason for this customer behavior is the limited charging infrastructure and lower driving range of BEVs (Eisel et al., 2016; Thorgeirsson et al., 2020). This causes one of the major concerns of drivers, called “range anxiety”, which is defined as the anxiety that drivers experiences when worrying about whether the battery of their BEVs runs out of power before arriving at the destination or before a suitable charging point is reached (Noel et al., 2019). In consequence, automakers are expanding the range of BEVs by incorporating higher density batteries and advanced technology to reduce charging times as well as support the deployment of appropriate charging infrastructure. However, drivers still do not fully trust the displayed range of their vehicle, which leads to a safety margin of roughly 27% (Yuan et al., 2018). To achieve greater customer acceptance of sustainable electrified mobility and trust in the displayed range, an accurate estimation of the remaining range of BEVs is essential to eliminate range anxiety and increase the everyday usability. An accurate estimation of the energy consumption is also important for the whole energy management strategy of BEVs (Rudolf et al., 2021). However, determining the energy consumption and estimating range remains a non-trivial task. The actual energy consumption of a BEV is influenced by many factors such as driving...
style, road topology, weather and traffic conditions. Thus, for an accurate estimation, advanced algorithms are required to take all these factors into account and try to reduce uncertainties for the estimation (Kruppok et al., 2018).

Current estimation algorithms utilize data-driven methods such as machine learning to accurately estimate the energy consumption of BEVs. Often, a single monolithic neural network architecture with respect to the available data features is used. However, over the last couple of decades, research has shown that combining multiple machine learning models have a beneficial impact on the predictive performance compared to a single model (Sagi and Rokach, 2018).

Ensemble learning has already been used for energy estimation BEVs (Chung et al., 2019; Ullah et al., 2021). Each model of the ensemble approach is trained on the same data, thus each model is able to give an overall estimation in every upcoming situation. The final estimation result is computed by combining the results of each individual model estimations. However, no detailed studies have yet been performed on how ensemble learning can benefit if each individual model is specialized for certain conditions e.g. road types or driver-styles. Thus, the goal of this paper is to extend the mentioned related work by presenting a methodology on how specialized neural networks can be utilized in an ensemble learning manner for the energy estimation of BEVs.

The remaining sections are set out as follows: A literature review on related works is presented in section 2. In section 3 we present our methodology for utilizing an ensemble neural network for the energy consumption estimation specialized on road types. In section 4, we show and discuss results of our implemented energy consumption estimation method and provide results and discussion. Finally, section 5 gives concluding remarks and an outlook.

2 ENSEMBLE LEARNING

Ensemble learning is a field of extensive research, showing potential performance increment for estimation applications. In general, the primary concept of ensemble learning is “the wisdom of the crowd” meaning that, based on the implemented ensemble learning methods, the predictions of several base models are combined for a final prediction. Ensemble learning can be either homogeneous or heterogeneous. A homogeneous ensemble is a collection of base models of the same type built on different data sets, whereas a heterogeneous ensemble is a collection of base models of different types built on the same data set. In the following we want to give a brief introduction to four common ensemble learning methods (bagging, boosting, stacking and mixture of experts) (Zhang and Ma, 2012). Describing their individual approach on how base models are used for improving the final prediction. Figure 1 shows an overview of the common ensemble learning methods.

Bagging
Bootstrap aggregating, or more commonly known by the acronym bagging, belongs to the homogeneous ensemble learning methods (Breiman, 1996). It creates individual base models $M_1, \ldots, M_n$ for its ensemble by training each model on a random distributed subset of the data. However, sampling is done with replacements, thus samples are likely to appear more than once. The final output $y(x)$ is retrieved by combining the outputs of each base models $M_1(x), \ldots, M_n(x)$ (see Figure 1a). For classification, this can be done by a simple majority vote for class $c \in C$ (see the following equation):

$$y(x) = \arg\max_{c \in C} \sum_{i=1}^{n} \left( M_i(x) = c \right)$$

(1)

For regression, the final output $y(x)$ is retrieved via averaging each individual output, as seen in the following equations:

$$y(x) = \frac{1}{n} \sum_{i=1}^{n} M_i(x)$$

(2)

Boosting
Boosting revolves around the idea of creating a "strong" learner from a set of "weak" homogeneous learners (Schapire, 1990; Freund and Schapire, 1999). A weak learner is a model which achieves an accuracy slightly better than random guessing. On the other hand, a strong learner refers to a model which produces close to perfect outputs. For applying the boosting method, models are trained sequentially (see Figure 1b). The first weak learner is trained on a random subset from the data. Every following weak learner is trained on the previous output, thus trying to correct its predecessors. This is done by redistribution of the previous weights of the preceding weak learners, to focus the resources of the following models on tougher data for the output. A strong learner uses weighted aggregation of the particular outputs of each weak learner to get the final output. Adaptive boosting (AdaBoost) is a popular representative for the ensemble learning boosting method. It uses a weighted majority vote, which weights $w_1, \ldots, w_n$ are based on the premise of giving the more accurate weak learner
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Figure 1: Graphical illustration of the four common ensemble learning methods.

outputs $M_1(X), \ldots, M_n(X)$ a greater influence for the final output $y(x)$. The following equation shows the basic formula for AdaBoost:

$$y(x) = \text{sign} \left( \sum_{i=1}^{n} w_i M_i(x) \right)$$  \hspace{1cm} (3)

Stacking

Stacking (or stacked generalization) relies on a meta model, which tries to improve the final output $y(x)$ by inducing which base models $M_1(X), \ldots, M_n(X)$ produce an accurate output (Smyth and Wolpert, 1997). In contrast to bagging and boosting, the stacking method often uses different learning algorithms such as decision trees and neural networks within the ensemble, thus following a heterogeneous approach for the ensemble. Similar to cross-validation, the whole data is split in $k$ subsets, one for validation and the remaining $k-1$ for training. Each base model is then trained on a different set of $k-1$ subsets and afterwards validated on the unseen $k^{th}$ subset. The output of each base model is then used as the training data for a meta model, which learns on how to combine the outputs of each base model (see Figure 1c). Thus, resulting in learning weights $w_1, \ldots, w_n$ for the outputs of each base model. After finished training for the meta model all the previously trained base models are discarded to retrain on the combined entire training data (Rincy and Gupta, 2020). The following equation demonstrates the combination rule for the meta model output $y(x)$:

$$y = \sum_{i=1}^{C} w_i(x) M_i(x)$$  \hspace{1cm} (5)

3 METHODOLOGY

Our proposed methodology for the application of ensemble learning for energy estimation is based on the

Mixture of Experts

Mixture of experts relies on the idea of divide-and-conquer as the problem space is “divided” and then “conquered” by combining experts for the output (see Figure 1d) (Sagi and Rokach, 2018). It trains models $M_1, \ldots, M_n$ on separated subsets of the training data, which are derived by separating different regions of the feature space (Jacobs et al., 1991). Hence, each model becomes an expert on its individual feature space. However, there is no general rule on how to create the subsets, and they are even allowed to overlap. After each model becomes an expert for its subspace of the problem space, it is responsible for its specialized subset. An additional learning model is then used as a “gate” to learn and apply a weighted combination rule for the outputs of each expert $M_1(x), \ldots, M_n(x)$. Thus, the weights $w_1, \ldots, w_n$ are determined by the gate and the final output $y(x)$ is aggregated by the following equation:

$$y(x) = \sum_{i=1}^{n} w_i M_i(x)$$  \hspace{1cm} (4)
mixture of experts method. Thus, experts are combined to improve the estimation of energy usage for a given trip. These experts apply a machine learning technique on real-world driving data which is enriched by external data sources such as data from navigation providers (e.g. Google or HERE) (Petersen et al., 2019). The input data for the experts is aggregated by GPS information, based on links from the navigation provider. This is reasonable due to common eco-routing systems which rely on road segments or links for their routing algorithms (Kucukoglu et al., 2021). In this study, data from the navigation provider HERE is used, which distinguishes 5 different road types. For each road type, an expert model is trained by selecting corresponding link-wise data. Thus, due to the nature of this methodology, we call this approach Mixture of Road Energy Experts (MORE). An illustration of MORE is given in Figure 2.

![Figure 2](image-url)

Figure 2: Graphical illustration of the postulated methodology MORE. Consisting of 5 road experts (RE) and a road-based selector for combining the estimations.

It is important to note, that in contrast to the standard mixture of experts method, we don’t incorporate weights for each expert. Since the approach is a link-wise estimation method, based on routing information, the composition of the trip is known. Thus, it is known to the algorithm when to apply which road expert $RE_1, \ldots, RE_5$ for a link to benefit from its expertise. In the remaining part of this section, we will give a description of the available data, presenting the selected features as well as the energy estimation model.

### 3.1 Description of Real-world Driving Data

Data-driven approaches such as MORE learn the relationship between different real-world driving signals such as velocity and the energy consumption. In this study, data from 152 real-world test drives of a Porsche Taycan were used. The test drives were conducted under real-world conditions in Europe, mainly in Germany, and consists of an accumulated length of approximately 7500 km. All signals on the Controller Area Network (CAN) were sampled at 10 Hz. As mentioned in the beginning of this section, the existing CAN data was enriched by traffic and road data from the navigation provider HERE and segmented based on the link information. Yielding roughly 40000 road segments as the data input for the models used in MORE.

### 3.2 Machine Learning-based Energy Consumption Model

The proposed methodology consists of five expert models for the estimation of the energy consumption on different road types. Research has shown that Multilayer Perceptron (MLP) architectures achieve high accuracy when used in ensembles for time series estimation (Mahalakshmi et al., 2016), thus it was chosen as an initial expert model type. Even tough newer and more complex models for time series estimation exist, MLPs yield sufficient estimation accuracy and can be used in a variety of different circumstances. Thus, MLPs can be used as a baseline to investigate the MORE approach. For the input of the MLPs various statistical features (e.g. mean and standard deviation) were calculated on the recorded signals for each road segment. By applying a correlation-based feature selection, 6 relevant features were deduced to have a high impact on the energy consumption. Table 1 gives an overview of the selected features as the input for the expert models of MORE.

<table>
<thead>
<tr>
<th>Feature</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$v_{\text{mean}}$</td>
<td>Mean speed of the ego vehicle</td>
</tr>
<tr>
<td>$m_{\text{neg}}$</td>
<td>% of negative slope</td>
</tr>
<tr>
<td>$v_{\text{base}}$</td>
<td>Base speed of road participants</td>
</tr>
<tr>
<td>$l$</td>
<td>Length of the road segment</td>
</tr>
<tr>
<td>$RT$</td>
<td>Road type of the current road segment</td>
</tr>
<tr>
<td>$T_{\text{out}}$</td>
<td>Outside temperature</td>
</tr>
</tbody>
</table>

### 4 EXPERIMENT AND DISCUSSION

In this study, we evaluate the performance of MORE and its individual road experts $RE_1, \ldots, RE_5$ against the performance of a general monolithic model $G$ which is trained on all the training data. The original data is split into training and testing by applying an 80/20 split. For verifying the robustness of the models, we conducted a 5-fold cross-validation experiment on the training data. Figure 4 illustrated the 5-fold cross-validation procedure. For evaluation
of each model, we used the root mean squared error (RMSE) (see equation 6).

\[ RMSE = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2} \]  

(6)

Each model was trained for 500 epochs on its dedicated data. Thus, road experts \( RE_n \) were trained and validated on the subset of road type \( n \). As a result, model \( G \) had the most data for the training and validation process compared to the individual road experts.

Table 2 gives an overview of the composition of the data in regard to the road types.

<table>
<thead>
<tr>
<th>Road Type</th>
<th>( v ) in data</th>
<th>Percentage of data</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>90 kmh(^{-1})</td>
<td>41 %</td>
</tr>
<tr>
<td>2</td>
<td>60 kmh(^{-1})</td>
<td>35 %</td>
</tr>
<tr>
<td>3</td>
<td>57 kmh(^{-1})</td>
<td>17 %</td>
</tr>
<tr>
<td>4</td>
<td>45 kmh(^{-1})</td>
<td>4 %</td>
</tr>
<tr>
<td>5</td>
<td>28 kmh(^{-1})</td>
<td>3 %</td>
</tr>
</tbody>
</table>

HERE defines the road types as “used to classify roads depending on the speed, importance and connectivity of the road” (HERE, 2022). A lower number indicates a higher priority, thus higher speed and importance of that road type. Figure 3 shows the mean training and validation loss, as well as the loss spread across the folds for each model. It can be seen that during the process, no model underfitted or overfitted. However, the spread of the validation loss is much higher for the road expert models \( RE_1, \ldots, RE_5 \) compared to the general monolithic model \( G \). This is due to the decreased data for the cross-validation approach for the road expert models. Table 3 summarizes the best mean validation loss of the cross-validation approach.

The results indicate that besides \( RE_1 \) each road expert yielded a smaller RMSE for its individual road type. For a final evaluation of the combined road experts as our proposed MORE we compare it to the general monolithic model \( G \) on the test data which was not used for the cross-validation. Table 4 compares the two models on the whole test data, as well as a detailed comparison of each road type within the test data.
Table 3: Cross-validation results of each model.

<table>
<thead>
<tr>
<th>Model</th>
<th>RMSE [kWh]</th>
</tr>
</thead>
<tbody>
<tr>
<td>$G$</td>
<td>0.052</td>
</tr>
<tr>
<td>$RE_1$</td>
<td>0.056</td>
</tr>
<tr>
<td>$RE_2$</td>
<td>0.045</td>
</tr>
<tr>
<td>$RE_3$</td>
<td>0.048</td>
</tr>
<tr>
<td>$RE_4$</td>
<td>0.041</td>
</tr>
<tr>
<td>$RE_5$</td>
<td>0.034</td>
</tr>
</tbody>
</table>

Table 4: Comparison of general monolithic model $G$ and MORE on test data.

<table>
<thead>
<tr>
<th>Data</th>
<th>RMSE$_G$ [kWh]</th>
<th>RMSE$_{MORE}$ [kWh]</th>
</tr>
</thead>
<tbody>
<tr>
<td>All test data</td>
<td>0.053</td>
<td>0.049</td>
</tr>
<tr>
<td>Road type 1</td>
<td>0.048</td>
<td>0.045</td>
</tr>
<tr>
<td>Road type 2</td>
<td>0.048</td>
<td>0.044</td>
</tr>
<tr>
<td>Road type 3</td>
<td>0.051</td>
<td>0.047</td>
</tr>
<tr>
<td>Road type 4</td>
<td>0.055</td>
<td>0.052</td>
</tr>
<tr>
<td>Road type 5</td>
<td>0.052</td>
<td>0.051</td>
</tr>
</tbody>
</table>

It can be seen that MORE has an overall better performance on each road type. Each individual road expert $RE_n$ of MORE has an better estimation performance on its dedicated part of the test data compared to the general monolithic model $G$. In total, MORE has an 7.5% improvement over the performance of model $G$ for the whole test data. It illustrates the potential on how ensemble learning can improve the energy estimation for BEVs.

5 CONCLUSION

This paper presents a data-driven approach for the energy estimation of BEVs based on ensemble learning, utilizing the mixture of experts method to specialize models on specific road types. It is found that, the proposed method MORE with 5 specialized road experts improves the RMSE of the energy estimation by roughly 7.5% compared to the estimation of a monolithic model. The results show that, energy estimation benefits from utilizing an ensemble neural network approach. However, testing this concept in live operation on a BEV may yield additional insights on the applied advantages of MORE.

The research shown in this paper could be extended in the future in different aspects. Different specializations for the mixture of experts method should be investigated, e.g. for different driver styles. Further work could incorporate advanced methods for a robust and reliable classification of different driver-styles, which will be used for the experts. A further study could assess the impact of individual features for each specialized neural network due to their importance for the energy estimation, e.g. on different road types or for different driver-styles. Simultaneously investigating different combinations of computational architectures (e.g. RNN, CNN or Transformer) might also optimize the overall accuracy and data efficiency of utilizing heterogeneous models to benefit from their individual traits.
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