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Abstract: Similarly to traditional single-product software, Software Product Lines (SPLs) are constantly maintained and
evolved. However, an unrevealed bug in an SPL can be propagated to a wide set of products and impact
customers differently, depending on the set of features they are using. In such scenarios, SPL regression
testing is paramount to avoid undesired problems and guarantee that the SPL maintenance and evolution are
performed accordingly. Although there are several studies on SPL regression testing, the research community
lacks a clear set of research opportunities to be addressed in a short and medium term. To fulfill this gap,
the goal of this work is to overview the current body of knowledge of SPL regression testing and present a
research roadmap for the following years. For this, we conducted a systematic mapping study that found 27
primary studies. We identified techniques used by the approaches, and applied strategies. Test case selection
and prioritization techniques are prevalent, as well as fault and coverage based criteria. Furthermore, based on
gaps and limitations reported in the studies we distilled a set of future work opportunities that serve as a guide
for new research in the field.

1 INTRODUCTION

Software Product Line Engineering is a reuse-
oriented approach to systematically develop families
of software systems. A Software Product Line (SPL)
allows cost-efficiently derivation of tailored products
to specific markets, utilizing common and variable as-
sets in a planned manner (Linden et al., 2007). We
have seen several pieces of work describing adoption
of SPLs in industry in the last years (Grüner et al.,
2020; Abbas et al., 2020).

Similarly to traditional single-product software
development, SPLs are constantly maintained and
evolved (Marques et al., 2019). However, an unre-
vealed bug in an SPL can be propagated to a wide
set of products and impact customers differently, de-
pending on the set of features in the products they use.
In such a scenario, SPL testing is paramount to avoid
undesired problems (do Carmo Machado et al., 2014;
Engström and Runeson, 2011). More specifically,
regression testing has the role of guaranteeing that
maintenance and evolution of SPLs are performed ac-
cordingly (Runeson and Engström, 2012; Engström,
2010b).

Although there are several recent primary studies
on SPL regression testing, the research community

lacks a clear set of research opportunities to be ad-
dressed in a short and medium term. The last sec-
ondary pieces of work on this topic were published
in 2010 (Engström, 2010b; Engström, 2010a). There-
fore, there is a need for an updated and comprehensive
study to fulfill this gap (bin Ali et al., 2019; Marques
et al., 2019). Based on this, the goal of this work
is to overview the current scenario and existing body
of knowledge of SPL regression testing to present a
research roadmap for the following years. For this,
we conducted a systematic mapping study to collect
existing studies on SPL regression testing (Petersen
et al., 2015). Guided by four research questions that
aim to identify existing SPL regression testing ap-
proaches and their main characteristics, we identified
27 primary studies published in the period of 2005 to
2020. More than 85% of them were published after
2010, therefore, not discussed in the last literature re-
view on the topic (Engström, 2010a).

The approaches proposed in the collected studies
are analyzed considering regression testing technique
supported, input and output artifacts used, strategy to
apply the technique, and testing criteria adopted. As
a result, and main contribution of our work, we dis-
tilled a roadmap with research opportunities for fu-
ture work. This roadmap spans through the whole
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process of regression testing. It serves as a guide to
motivate new research in the field and make existing
approaches adopted in practice.

2 RELATED WORK

In the literature, we can find pieces of work that report
secondary studies for general regression testing (Yoo
and Harman, 2012; Minhas et al., 2017). Also, stud-
ies that carry out mapping and surveys for SPL test-
ing in general (Lee et al., 2012; do Carmo Machado
et al., 2014), and other ones, more related to ours,
addressing specifically the topic of SPL regression
testing (Engström, 2010b; Engström, 2010a). How-
ever, these pieces of work were published in 2010.
As a consequence, they do not encompass more than
10 years of research and practice in the field. The
analysis of more recent studies, published in the last
decade, allows us to derive new opportunities, and to
discuss new trends not presented in related work.

Besides the studies on testing and regression test-
ing, some papers published in the last two years have
described studies on diverse topics of SPLs. For
example, a mapping study on SPL evolution (Mar-
ques et al., 2019) reinforces the need for regres-
sion testing. We can also mention secondary stud-
ies on SPL and variability management in emerging
technologies, such as IoT (Geraldi et al., 2020), mi-
croservices (Mendonça et al., 2020; Assunção et al.,
2020), and composition of ML/AI products with
SPLs (Nomme, 2020). Based on that, we can argue
the need of focusing on regression testing.

3 STUDY DESIGN AND
EXECUTION

The goal of our study is to overview the current sce-
nario and body of knowledge of SPL regression test-
ing to present a research roadmap for the following
years. Considering this goal, our study was guided by
the following Research Question (RQ): “Which are
the existing SPL regression testing approaches and
what are their characteristics?”. This question aims
to characterize the regression testing approaches that
are specific for SPLs. We identify and discuss applied
techniques, strategies, input and output artifacts and
testing criteria. From this general question, we de-
rived four sub-RQs, as follows: RQ1. What are the
addressed SPL regression testing techniques? RQ2.
What kind of strategies are used to apply SPL regres-
sion testing techniques? RQ3. What are the input and

output artifacts used? RQ4. Which are the testing
criteria adopted?

Next, we present in detail the methodology
adopted to conduct our systematic mapping study in
order to achieve our goal and answer the posed RQs.

3.1 Primary Sources Selection

For the selection of primary sources, we followed
a methodology based on the systematic mapping
method, according to the process proposed by Pe-
tersen et al. (Petersen et al., 2015). From the goal
and RQs of our study, we derived two main keywords,
namely “regression testing” and “software product
line”. To define the search string1, we composed these
keywords with their lexical and syntactic alternatives
(synonym, plural, gerund, etc.).

The string was used for searching studies in five
digital libraries, as presented in Table 1. We did
not define an initial publication date for the studies,
then all the returned papers were considered. Table 1
presents the data sources used and the period covered.
As we can see, a total of 2508 studies were found, in-
cluding the period from 1985 to 2021. The search on
these libraries was completed on Jan. 26th, 2021.

Table 1: Number of studies retrieved by each digital library.

Digital Library Studies Covered Period

ACM 300 1985-2021
IEEEXplore 24 2013-2021
ScienceDirect 307 1996-2021
Scopus 1106 1996-2021
Springer Link 771 1993-2021

Total 2508 1985-2021

For screening the studies retrieved from the digital
libraries, we followed five steps, which are presented
in Figure 1. In the first step we applied a filter to keep
only studies on the area of computer science, remain-
ing 1428 studies. For managing this set of studies, we
used Parsifal2. This tool automatically identified 143
duplicated studies (second step). In the third step we
read the title, abstract, and keywords of 1272 studies
and removed 1064 of them that were out of the scope
of our work. The remaining 208 papers went to a full
reading, in which we considered one inclusion crite-

1The final string was: (“regression testing” OR
“regression test”) AND (“product line” OR “SPL”
OR “product-family” OR “product family” OR“highly-
configurable” OR “highly configurable” OR “feature
model” OR “feature-model” OR “FM” OR “variability
analysis”)

2A web-based tool for planning, conducting and report-
ing the systematic reviews: https://parsif.al/
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ria (IC) and four exclusion criteria (EC), presented in
Table 2. Finally, we composed a set of 27 primary
sources (see Table 3).

The process was conducted by the two first au-
thors of this paper and validated by the third one.
From the 27 primary studies, we extracted pieces of
information that are related to five dimensions in or-
der to answer our RQs, shown in Table 3. After this,
for each dimension we interactively identified rele-
vant categories used to classify, discuss, analyze the
studies, and we provide the complete extraction in a
spreadsheet3.

1.Search in Databases

Steps

n = 2508

Papers

2.Filter Computer Science n = 1428

3. Exclusion of Repeated Works n = 1272

4. Selection by Title, Abstract and Keyword n = 208

5. Inclusion/Exclusion Criteria n = 27

Figure 1: SPL regression testing process.

Table 2: Inclusion and exclusion criteria.

Inclusion Criteria

IC1 Clear reference to regression testing. The pa-
per refers to one of the regression testing tech-
niques, making clear how is its adoption/use in
the regression testing activity.

Exclusion Criteria

EC1 Out of scope. The paper does not satisfy IC1.
It is not clear or presented how the technique is
applied in the SPL regression testing.;

EC2 Not available online;
EC3 Not in English;
EC4 Abstracts, posters, reviews, conference reviews,

chapters, thesis, keynotes, shorts paper and doc-
toral symposiums.

4 RESULTS

For an overview of the primary studies demograph-
ics, Figure 2 depicts the number of publications over
the years and the publication venues. Studies on SPL

3Primary Studies Dataset: https://docs.google.com/spre
adsheets/d/1LdrD1h76pTRfIdo4auwtEloca48sZLJnxTUD
WuV76Uc/edit?usp=sharing

regression testing have been published since 2005,
mainly on conferences, symposiums, and workshops
(19 studies, ≈ 70%). Only five studies have been pub-
lished in journals (≈ 30%). Although the year with
most publications was 2012, the trend line shows an
increase in the number of publications in the last years
(Figure 2(a)). The studies come from 21 different
venues, as presented in Figure 2(b). This means that
research on SPL regression testing is disseminated in
the wide range of venues (events and journals).
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Figure 2: Primary sources overview.

To answer the RQs of this study, we refer to Ta-
ble 3 that chronologically presents each primary study
according to the dimensions and categories presented
in the previous section. Answers to the RQs are pre-
sented in the following subsections.

4.1 RQ1. Regression Testing Techniques

The techniques used in the studies are presented in
the 2nd to 5th columns of Table 3. Most of the pri-
mary studies apply the selection technique (18 out of
27, 67%). This was expected, since the tester would
prefer to select test cases and/or products related to
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Table 3: Details of the SPL regression testing approaches found in the primary sources.

Paper Technique Input Output Strategy Testing criterion
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(Al Dallal and Sorenson, 2005) X X X X X X X

(Qu et al., 2008) X X X X X X X X

(Al-Dallal and Sorenson, 2008) X X X X X X

(Neto et al., 2010) X X X X X X X X X

(Lochau et al., 2012) X X X X X X X

(Heider et al., 2012) X X X X X

(Remmel et al., 2011) X X X X X

(Robinson and White, 2012) X X X X X X

(Qu et al., 2012) X X X X X X

(Neto et al., 2012) X X X X X X X X X

(Remmel et al., 2013) X X X X X X

(Lachmann et al., 2015) X X X X X X X

(Lity et al., 2016) X X X X X X X

(Lachmann et al., 2016) X X X X X X X

(Al-Hajjaji et al., 2017) X X X X X X X

(Marijan et al., 2017) X X X X X X X

(Lachmann et al., 2017) X X X X X X X

(Marijan and Liaaen, 2018) X X X X X X X X X

(Souto and d’Amorim, 2018) X X X X X X X X X

(Jung et al., 2019) X X X X X X X

(Fischer et al., 2019) X X X X X

(Marijan et al., 2019) X X X X X X X

(Lity et al., 2019) X X X X X X X

(Jung et al., 2020) X X X X X

(Fischer et al., 2020) X X X X X

(Lima et al., 2020a) X X X X X X

(Hajri et al., 2020) X X X X X X X

Total 10 1 18 2 7 10 10 8 13 21 5 6 2 5 20 13 4 19 8

changed features. Among the studies on this category,
one deals with the selection of SPL products (Souto
and d’Amorim, 2018) and 17 focus on the selection
of test cases (Neto et al., 2010; Al-Dallal and Soren-
son, 2008; Lochau et al., 2012; Remmel et al., 2011;
Robinson and White, 2012; Neto et al., 2012; Rem-
mel et al., 2013; Lity et al., 2016; Marijan and Liaaen,

2018; Souto and d’Amorim, 2018; Jung et al., 2019;
Fischer et al., 2019; Marijan et al., 2019; Lity et al.,
2019).

Prioritization is the second most common tech-
nique. We found 10 studies (37%) applying this re-
gression testing technique, which aims at establishing
an order of test cases or products that must be exe-
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cuted firstly. These test cases or products are usually
those with high probability of failing. The goal is de-
tecting faults as early as possible, making SPL regres-
sion testing more effective and efficient. Three pri-
mary sources prioritize SPL products (Qu et al., 2008;
Qu et al., 2012; Al-Hajjaji et al., 2017) and six ones
the test cases (Neto et al., 2010; Neto et al., 2012;
Lachmann et al., 2015; Lachmann et al., 2016; Mar-
ijan et al., 2017; Lachmann et al., 2017; Lima et al.,
2020a; Hajri et al., 2020).

Retest all and minimization are the techniques less
investigated. Two studies apply the retest all tech-
nique; both focusing on test cases. The first one fo-
cuses on the creation of test cases that can be reused as
much as possible in different configurations (Al Dal-
lal and Sorenson, 2005). The second one uses the
test suite to identify changes in products derived with
the same configuration, but from before and after SPL
evolution (Heider et al., 2012). Regarding minimiza-
tion, only one paper uses this technique, together with
prioritization, to reduce testing execution of contin-
uous integration cycles (Marijan et al., 2017). This
study focuses on minimization of test cases. Prior-
itization and selection are combined in three stud-
ies (Neto et al., 2010; Neto et al., 2012; Hajri et al.,
2020).
Answer to RQ1: Most of the primary studies apply
the selection technique (67%), followed by prioriti-
zation (37%). Minimization is applied only by one
study. Only four studies combine techniques.

4.2 RQ2. Strategies

Most approaches (20 out of 27, 74%) use a
comparison-based strategy to apply the regression
testing techniques. A possible reason for this is the
structure of SPL. This strategy relies on comparison
of whole SPLs or products versions before and after
modifications (change impact analysis) (Neto et al.,
2010; Remmel et al., 2011; Qu et al., 2012; Neto
et al., 2012; Remmel et al., 2013; Marijan and Liaaen,
2018; Jung et al., 2020; Hajri et al., 2020), compar-
ison of similarities and differences among test cases
(overlap analysis) (Jung et al., 2019; Fischer et al.,
2019; Fischer et al., 2020), and delta-oriented analy-
sis of products differences (Lochau et al., 2012; Lach-
mann et al., 2015; Lity et al., 2016; Lachmann et al.,
2016; Al-Hajjaji et al., 2017; Lachmann et al., 2017;
Lity et al., 2019).

AI-based strategies use optimization or machine
learning algorithms. The algorithms are used for se-
lection of SPL products to conduct time-space ef-
ficiently regression testing (Souto and d’Amorim,
2018). This allows prioritization and minimization

of test cases due to limited time budget in continu-
ous integration (Marijan et al., 2017; Marijan et al.,
2019; Lima et al., 2020a), and for test case prioriti-
zation in order to maximize coverage of a set of SPL
products (Qu et al., 2008).

Two studies apply an expert-based strategy in
which experts manually design reusable test cases to
be used in a greater number of products (Al Dallal and
Sorenson, 2005; Al-Dallal and Sorenson, 2008).
Answer to RQ2: Most strategies (74%) belong to
the comparison-based category. AI-based strategies
are poorly explored. This category includes only five
studies (≈ 18%). The expert-based strategy is ex-
plored only in two works that use manual approaches.

4.3 RQ3. Input and Output Artifacts

There is no predominant type of artifact used as in-
put. Test suite was expected to be widely used as
input, as well as source code (10 studies found in
each category, 37%). Taking into account the focus
of the primary sources on SPLs, the variability model
is also a common artifact. Interestingly, state ma-
chines are used very often (8 studies, 30%). State ma-
chines are used to represent products and analyze dif-
ferences, allowing the application of regression test-
ing techniques. In the category other, we also ob-
served as input: UML models (Al Dallal and Soren-
son, 2005), case models (Hajri et al., 2020), con-
figuration options (Qu et al., 2008), feature depen-
dencies (Neto et al., 2012; Neto et al., 2010), soft-
ware architecture (Lachmann et al., 2015; Lity et al.,
2016; Al-Hajjaji et al., 2017; Lachmann et al., 2017;
Neto et al., 2012; Neto et al., 2010), history of fault-
detection (Marijan and Liaaen, 2018; Lima et al.,
2020a), and list of changes (Marijan et al., 2019;
Souto and d’Amorim, 2018).

Regarding output, a list of prioritized, minimized,
or selected test cases is by far the most common arti-
fact (21 studies, 74%). A list of products is generated
in five approaches. Both lists are output in only two
studies (Lochau et al., 2012; Souto and d’Amorim,
2018). In the category other, the output artifacts are:
change impact reports (Heider et al., 2012), failure
report (Remmel et al., 2011; Robinson and White,
2012; Lachmann et al., 2017; Remmel et al., 2011),
and test cases partition table (Jung et al., 2019).
Answer to RQ3: A large variety of artifacts are used;
13 studies (≈ 48%) belong to the category others, fol-
lowed by the category source code with 10 studies
(≈ 37%) and the category test cases with 10 studies
(≈ 37%). On the other hand, two main categories of
outputs were identified, namely lists of test cases (the
prevalent) and lists of products.
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4.4 RQ4. Testing Criteria

Fault-based is the most common criterion adopted
in nine studies (70%). This criterion uses practical
knowledge to select, minimize or prioritize test cases
or SPL products. In other words, products or test
cases more likely to fail, or that have a history of fails,
deserve more attention.

Coverage-based criteria, which is also widely
used for single product systems, is the focus of 13
studies (48%). Examples of elements to be covered in
this category are code elements (Qu et al., 2008), all-
transitions in state machines (Lity et al., 2019), and
architecture changes (Lachmann et al., 2017).

Due to the nature of SPLs, i.e., based on combina-
tion of features, criteria derived from the combinato-
rial testing is also observed in primary studies, such
as pair-wise. This criterion aims to cover variant in-
teraction to select a subset of all possible variant com-
binations (Remmel et al., 2013; Qu et al., 2008; Mar-
ijan and Liaaen, 2018). In the category other we ob-
serve criteria based on test execution time (Al-Dallal
and Sorenson, 2008; Marijan et al., 2019), risk (Lach-
mann et al., 2017), change impact (Lity et al., 2016;
Lity et al., 2019), signals (Lachmann et al., 2016; Al-
Hajjaji et al., 2017), dissimilarity (Lachmann et al.,
2016), and historical information (Marijan and Li-
aaen, 2018).
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Figure 3: Combination of testing criteria.

Figure 3 presents the number of primary sources
per criteria and their intersection. As traditional in
software testing, a combination of criteria can be used
for evaluating test cases (Melo et al., 2019). For ex-
ample, fault-based and coverage-based are commonly
applied with each other. In three primary sources,
fault-based is also applied together with at least two
additional criteria (Lity et al., 2019; Qu et al., 2008;
Marijan and Liaaen, 2018). One study uses the four
types of criteria (Marijan and Liaaen, 2018), two
studies use three types (Qu et al., 2008; Lity et al.,
2019), and nine a pair of criteria (Al Dallal and Soren-
son, 2005; Qu et al., 2012; Lachmann et al., 2015;

Lachmann et al., 2016; Al-Hajjaji et al., 2017; Mar-
ijan et al., 2017; Lachmann et al., 2017; Souto and
d’Amorim, 2018; Marijan et al., 2019). This shows a
trend on combining different criteria in the proposed
approaches.
Answer to RQ4: Fault-based and coverage-based cri-
teria are the most applied in, respectively, 70% and
48% of the studies. Many studies (58%) combine
more than one criterion.

5 A ROADMAP FOR FUTURE
RESEARCH ON SPL
REGRESSION TESTING

As a result of the reading, analysis, and discussion of
the primary studies, we defined a roadmap to serve as
a guide for researchers and practitioners to contribute
to the body of knowledge, both in theory and prac-
tice, on SPL regression testing. This roadmap con-
sists of six research opportunities and future direc-
tions related to gaps identified in the literature, trends
concerned to emerging technologies, and limitations
of existing approaches to their application in practice.
Each opportunity of the roadmap is described next.
1. To Explore Intelligent and Learning Ap-
proaches: As with many other activities of software
engineering, software testing is influenced by several
factors, criteria, and constraints. This requires proper
approaches to satisfactorily aid SPL testing, such as
multi-criteria optimization strategies from the field of
Search-Based Software Engineering (SBSE) (Colanzi
et al., 2020). SBSE uses artificial intelligence to solve
software engineering problems. In RQ2 we observed
the opportunity of exploring artificial intelligence and
machine learning techniques for SPL regression test-
ing. A promising opportunity in this direction is
the use of multi/many-objective search techniques, as
for example, assessing the performance and scalabil-
ity (Wang et al., 2014). These algorithms can also be
used to deal with the trade-off between test case pri-
oritization compared to prioritization of products (Al-
Hajjaji et al., 2017).
2. To Explore Hybrid Approaches: Combining dif-
ferent techniques and strategies to take advantage of
the strength of each one can lead to better results of
SPL regression testing approaches. As we discussed
in the answer of RQ1, minimization techniques are
poorly investigated, which could be combined with
selection or prioritization techniques. Also, adding
semantic impact analysis techniques in combination
with syntactic techniques can enable immediate feed-
back on the change impact (Robinson and White,
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2012). Also, the combination of product selection,
configuration augmentation, or reduction techniques
may further improve the testing effectiveness and ef-
ficiency, compared to either approach alone (Qu et al.,
2012). Finally, considering both fine and coarse gran-
ularity of artifacts might allow more comprehensive
decisions during test activity (Lity et al., 2016).
3. To Derive Test Cases Automatically based on
SPL Modifications: Ideally, test cases might be de-
rived in the same way products variants are (Fischer
et al., 2019; Fischer et al., 2020). However, quality
of initial product tests is particularly crucial for the
subsequent iterations (Lochau et al., 2012). Another
challenge to achieve automatic derivation of test cases
is that building and maintaining traceability links be-
tween features and test cases can be complex and
time-consuming. For SPLs that evolve at a moderate
rate, building a feature model and traceability links
requires high upfront costs (Marijan and Sen, 2017).
4. To Properly Test Feature Interactions: Two
studies highlight the need of investigating feature in-
teractions in depth. One study suggests consider-
ing feature interaction failures across historical exe-
cutions (Marijan and Liaaen, 2018). Another study
mentions the use of results from testing different
configuration combinations to discover interactions
among configuration options (Fischer et al., 2019).
5. To Support SPL Regression Testing in Con-
tinuous Integration: Continuous Integration has be-
come a de facto practice in software development,
even in the context of SPLs (Lima et al., 2020b).
This also affects regression testing, as there usually
exist time budgets (Marijan and Liaaen, 2018). For
example, one study suggests splitting test activity in
two phases, namely one for the nightly runs and an-
other more complex one for release-acceptance test-
ing (Remmel et al., 2011). And finally, two primary
sources mention investigating trade-off between early
fault detection and efficient regression testing (Lity
et al., 2019) and experimenting variable time bud-
gets with the test prioritization and reduction ap-
proaches (Marijan et al., 2019).
6. To Manage Regression Testing for SPL Evo-
lution in Space and Time: It has been acknowl-
edged that SPLs evolve in space (introduction or ex-
clusion of features) and in time (version of a same
feature) (Berger et al., 2019; Michelon et al., 2020b;
Michelon et al., 2020a). However, in the litera-
ture of SPL regression testing, we have not found
approaches with such characteristics. For example,
SPLs evolving in space and time require lifting of
traditional analyses to consider both dimensions of
variation (Berger et al., 2019). However, we argue
that there is a potential for reusing existing regression

analyses for testing purposes, some of which has been
already exploited (Heider et al., 2012; Lochau et al.,
2012).

6 CONCLUDING REMARKS

This work overviews existing literature on SPL re-
gression testing, a fundamental activity to reveal
problems and guarantee that SPL maintenance and
evolution were performed accordingly. Test case se-
lection and prioritization are the most addressed tech-
niques. A wide range of input artifacts are used, and
the main output is the list of selected/prioritized/ min-
imized test cases. Comparison-based strategy is by far
the most applied strategy, together with fault-based
and coverage-based criteria.

Based on the results, we defined a research
roadmap for short and medium term. This roadmap
describes some research opportunities. Among
them, we can mention to introduce multi-criteria ap-
proaches, to explore the advantages of hybrid ap-
proaches, automatic derivation of test cases based on
SPL modifications, proper testing of feature interac-
tions, to support the SPL regression testing in con-
tinuous integration environments, and management
of regression testing for SPLs evolving in space and
time. In addition to this, we observe some opportu-
nities based on limitations and trends related to the
investigation of SPL regression testing in the context
of emerging technologies and practical needs, such as
to properly test feature interactions.
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Lity, S., Morbach, T., Thüm, T., and Schaefer, I. (2016). Ap-
plying incremental model slicing to product-line re-
gression testing. In International Conference on Soft-
ware Reuse, pages 3–19. Springer.
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W. K. G., Grünbacher, P., and Egyed, A. (2020b). Lo-
cating feature revisions in software systems evolving
in space and time. In 24th ACM Conference on Sys-
tems and Software Product Line-Volume A. ACM.

Minhas, N. M., Petersen, K., Ali, N. B., and Wnuk, K.
(2017). Regression testing goals-view of practition-
ers and researchers. In 2017 24th Asia-Pacific Soft-
ware Engineering Conference Workshops (APSECW),
pages 25–31. IEEE.

Neto, P. A. d. M. S., do Carmo Machado, I., Caval-
canti, Y. C., De Almeida, E. S., Garcia, V. C., and
de Lemos Meira, S. R. (2010). A regression testing
approach for software product lines architectures. In
2010 Fourth Brazilian Symposium on Software Com-
ponents, Architectures and Reuse, pages 41–50. IEEE.

Neto, P. A. d. M. S., do Carmo Machado, I., Caval-
canti, Y. C., de Almeida, E. S., Garcia, V. C., and
de Lemos Meira, S. R. (2012). An experimental study
to evaluate a spl architecture regression testing ap-
proach. In 2012 IEEE 13th International Conference
on Information Reuse & Integration (IRI), pages 608–
615. IEEE.

Nomme, S. S. (2020). Composing software product lines
with machine learning components. Master’s thesis,
University of Oslo.

Petersen, K., Vakkalanka, S., and Kuzniarz, L. (2015).
Guidelines for conducting systematic mapping stud-
ies in software engineering: An update. Information
and Software Technology, 64:1–18.

Qu, X., Acharya, M., and Robinson, B. (2012). Configu-
ration selection using code change impact analysis for
regression testing. In 2012 28th IEEE International
Conference on Software Maintenance (ICSM), pages
129–138. IEEE.

Qu, X., Cohen, M. B., and Rothermel, G. (2008).
Configuration-aware regression testing: an empirical
study of sampling and prioritization. In Proceedings
of the 2008 international symposium on Software test-
ing and analysis, pages 75–86.

Remmel, H., Paech, B., Bastian, P., and Engwer, C.
(2011). System testing a scientific framework using
a regression-test environment. Computing in Science
& Engineering, 14(2):38–45.

Remmel, H., Paech, B., Engwer, C., and Bastian, P. (2013).
Design and rationale of a quality assurance process
for a scientific framework. In 2013 5th Interna-
tional Workshop on Software Engineering for Com-
putational Science and Engineering (SE-CSE), pages
58–67. IEEE.

Robinson, B. and White, L. (2012). On the testing of user-
configurable software systems using firewalls. Soft-
ware Testing, Verification and Reliability, 22(1):3–31.

Runeson, P. and Engström, E. (2012). Regression testing
in software product line engineering. In Advances in
computers, volume 86, pages 223–263. Elsevier.

Souto, S. and d’Amorim, M. (2018). Time-space efficient
regression testing for configurable systems. Journal
of Systems and Software, 137:733–746.

Wang, S., Buchmann, D., Ali, S., Gotlieb, A., Pradhan, D.,
and Liaaen, M. (2014). Multi-objective test prioriti-
zation in software product line testing: an industrial
case study. In 18th International Software Product
Line Conference-Volume 1, pages 32–41.

Yoo, S. and Harman, M. (2012). Regression testing mini-
mization, selection and prioritization: a survey. Soft-
ware testing, verification and reliability, 22(2):67–
120.

Software Product Line Regression Testing: A Research Roadmap

89


