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Abstract: Battery electric vehicles have become increasingly important for the reduction of greenhouse gas emission.
Even though the number of battery electric vehicles is increasing, the general acceptance and widespread
introduction to consumers is still related to smaller range, which is in part due to the range anxiety leading to
inefficient usage of the complete battery. Thus, an accurate range estimation is a key parameter for increasing
the trust in the promised range, but accurate estimation is a nontrivial task. Advanced algorithms estimate the
energy consumption based on the travel route and other non-deterministic factors such as driving style, traffic
and weather conditions. The possible feature space is huge, therefore, the identification of a few highly energy
consumption relevant features is necessary due to time and memory limitations in the vehicle including the
improvement of the estimation itself. In this paper we present a data-driven methodology for systematically
analyzing and engineering relevant features which influence the energy consumption concurrently, covering
not only the driver style but also features based on road topology, traffic and weather conditions. Utilizing a
real-world data set different trip segmentation methods and feature selection algorithms are compared to each
other in regards to their accuracy and time-efficiency.

1 INTRODUCTION AND STATE
OF THE ART

Battery electric vehicles (BEVs) are one promis-
ing solution to reduce greenhouse gas emissions and
the dependency on fossil fuels in the mobility sec-
tor (Mahmoudzadeh Andwari et al., 2017). Motivated
by the emission reduction targets (Kodjak, 2015), the
development of efficient BEVs was enforced by vehi-
cle manufactures leading to advances in battery tech-
nology such as capacity and charging performance
as well as the availability of charging points across
the world. However, the perceived limited range of
these vehicles still restrains the adoption of BEVs. In
this context coping with the so called “range anxi-
ety” is the key for the success of BEVs and there-
fore reaching the emission reduction targets. Range
anxiety describes the drivers fear that the electric ve-
hicle does not have sufficient range to reach its des-
tination and therefore being stranded by a depleted
battery is a major concern for the driver (Yuan et al.,
2018). A precise estimation of the available energy
and actually available range, in regards to the route
planned, for increasing the trust in BEVs is essen-
tial. Previous studies on identifying relevant param-

eters in regards to their impact on the energy con-
sumption have mainly focused on investigating driv-
ing patterns, mostly aimed at internal combustion en-
gine vehicles (ICEVs). In the literature driving pat-
terns generally describe the vehicles speed profile and
can be differentiated to driver style or driving behav-
ior (Marina Martinez et al., 2018). As part of the Eu-
ropean ARTEMIS project, a statistical study was per-
formed in order to identify characteristic driving cy-
cles. These were used to develop standardized driv-
ing patterns to test emission and fuel consumption
of ICEVs in a laboratory environment (Boulter and
McCrae, 2007). An analysis of the used parameters
for the characteristic driving cycles identified twelve
driving patterns contrasted in speed, acceleration and
stop rates (André, 2004). Ericsson calculated 62 pa-
rameters to describe driving patterns, which where
then reduced to 16 independent factors by using a
factorial analysis (Ericsson, 2001). A linear regres-
sion was then used to analyze the impact of these
factors for the fuel consumption. Another study in-
vestigated the correlation between driver style and
fuel consumption (Berry, 2010). The results show
that drivers who tend to have an aggressive driver
style have the greatest potential for saving fuel com-
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pared to moderate drivers with lower accelerations.
Driving cycles such as NEDC or WLTP assess the
emission levels of car engines and their fuel or en-
ergy consumption (Sileghem et al., 2014). However,
they don’t reflect real usage of a vehicle due to the
laboratory design of these driving cycles (Fontaras
et al., 2017). Therefore, investigating the consump-
tion under real-world driving conditions is essential.
Similar to fuel consumption, the energy consump-
tion of BEVs correlates with the driver style, this im-
plies that the energy efficiency of BEVs has a posi-
tive correlation with the average speed of the given
route (Knowles et al., 2012). Younes et al. fur-
ther investigated the energy consumption during dif-
ferent real-world driving conditions (such as tempera-
ture, routes, driver style) (Younes et al., 2013). It was
shown that the energy consumption relates to driving
parameters covering velocity and acceleration. Addi-
tionally, they point out that driving parameters can be
used for differentiating between types of routes and
driver styles. However, the results demonstrate that
a single driving parameter can not distinguish both
the driver style and the route type at once. Badin et
al. evaluated the impact of influencing factors such as
driving conditions, driver’s aggressiveness and the us-
age of auxiliaries via correlation (Badin et al., 2013).
De Cauwer et al. used multiple physical models to de-
tect and quantify the correlation between kinetic vehi-
cle parameters and energy consumption (De Cauwer
et al., 2015). Braun and Rid investigated whether
driving patters designed for the fuel consumption of
ICEVs are also relevant for the energy consumption
of BEVs (Braun and Rid, 2018). They provide an
in-depth analysis of 45 driving parameters and their
correlation to the energy consumption. Followed by
applying an exploratory factor analysis to reduce the
existing set of parameters to 6 independent driving
pattern factors. Their results show that the intensity
of acceleration and deceleration have the most sig-
nificant correlation with the energy consumption. Si-
monis and Sennefelder developed a data-based range
estimating model based on driver-specific parame-
ters (Simonis and Sennefelder, 2019). By applying
a correlation analysis they selected suitable parame-
ters for their model, allowing an accurate estimating
of the future energy consumption. In all the studies
reviewed here, driving patterns are recognized as a
main influence on the energy consumption of BEVs.
However, the defined driving patterns are strongly in-
fluenced by external factors such as road topology,
traffic and weather conditions (Huang et al., 2011).
Factors found to be influencing the energy consump-
tion of BEVs have been explored in several studies.
Si et al. clustered and evaluated a set of driving pat-

terns together with route information (such as road
type and slope) (Si et al., 2018). Their results show
that the surrounding conditions have a significant in-
fluence on the driver style. Furthermore, they point
out that driving patterns can vary from one driving
circumstance to another. Drivers tend to change their
driver style regardless of the driving condition. An-
other study demonstrated that the aggressiveness of
a driver has a distinctive influence on the fuel con-
sumption for different road grades (Faria et al., 2019).
They found out that for aggressive drivers lower road
grades tend to correlate with a higher increase on fuel
consumption. Yi and Bauer provide a stochastic sen-
sitivity analysis of energy consumption and four en-
vironmental variables (such as wind speed and tem-
perature). The results show a drastic effect on the
energy consumption (Yi and Bauer, 2017). The data-
driven machine learning model by De Cauwer et al.
uses additional geographical and weather data to es-
timate the energy consumption for a given route (De
Cauwer et al., 2017). Smuts et al. name 44 factors
which influence the driving range and introduce a tax-
onomy of factors which are covering the road (such
as road topology and traffic regulations), the terrain
(such as elevation and slope), the driver style (such as
driving speed and trip distance), environmental con-
ditions (such as temperature and wind speed) as well
as vehicle modeling (such as mass and traction) and
the battery modeling (such as state of charge and bat-
tery temperature) (Smuts et al., 2017). They note that
most of the state-of-the-art algorithms only cover an
average of 40 % of the factors for their estimations.
Therefore, an accurate algorithm should incorporate
parameters covering all of the identified influencing
factors. However, the resulting feature space could be
too large leading to the well known ”Curse of dimen-
sionality”, by over fitting the model (Bellman, 2015).
Decreasing the high dimensional feature space, by
removing less important features, is a common ap-
proach to cope with it (Verleysen and François, 2005).
This needs to be done without loosing relevant infor-
mation for the model. Despite this interest, no one to
the best of our knowledge has studied a feature based
analysis of driving patterns concurrently together with
the calculation for other influencing factors such as
road topology, weather and traffic conditions. Thus,
this paper aims to extend the mentioned related work
by presenting a study, based on real-world driving
data, which examines the influences for the energy
consumption not only by calculating driver style pa-
rameters but also for calculating parameters covering
other factors such as road topology, weather and traf-
fic conditions concurrently. In addition different seg-
mentation methods for feature engineering as well as
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different feature selection methods are compared to
each other. The remaining sections of this work are
structured as follows: Section 2 provides the method-
ology for developing relevant features for the energy
consumption of BEVs. This is done by designing the
parameters for each influencing factor, choosing the
data segmentation method as well as comparing dif-
ferent feature reduction methods in regards to their
variance and time. Additionally, the data acquisition
for the analysis is presented. In Section 3 the real-
world data pool for the experimental implementation
is presented. Based on the availability and quality
of data respective features are calculated, proposed
methods for the reduction of feature-space are eval-
uated and compared to each other. Finally, Section 4
concludes the paper and discusses future work based
on the results.

2 METHODOLOGY FOR
FEATURE-BASED ANALYSIS
OF THE ENERGY
CONSUMPTION

Due to the importance of selecting relevant fea-
tures for the energy consumption it is not feasi-
ble to manually select them, therefore, a automated
data-driven approach is necessary. Our goal was
to create a methodology, which enables an exhaus-
tive analysis of the most relevant features for the en-
ergy consumption based on real-world driving data.
Therefore, our methodology is inspired by similar
processes like Knowledge Discovery in Databases
(KDD) and Cross-industry standard process for data
mining (CRISP-DM) for extracting knowledge from
our databases. The KDD process consists of nine
steps, which can be generally summarized to five
steps: data selection, data preprocessing, transfor-
mation, data mining and interpretation (or evalua-
tion) (Kawano, 1997). The CRISP-DM process de-
fines the steps as follows: business understanding,
data understanding, data preparation, modeling, eval-
uation and deployment (Shearer et al., 2000). In
compliance with the two established data mining pro-
cesses we consider a simplified process consisting of
three main steps, which are shown in Figure 1. The
methodology starts with the so called feature engi-
neering, which describes the process of preparing the
raw data in such a way that it can be used for the ex-
traction of features. In the feature selection step the
most relevant subset of features for the energy con-
sumption are identified. In the final feature extrac-
tion step, the identified subset of relevant features will

Figure 1: Overview of the main steps of the methodology.

be reduced via dimensionality reduction techniques to
reduce redundant data for the analysis.

2.1 Feature Engineering

Feature engineering covers all processing steps so that
the original raw data can be used directly by machine
learning algorithms. The idea is that feature engineer-
ing creates a better starting point for machine learning
models by providing correct, relevant and meaningful
data representation. It covers the preprocessing step
of smoothing noise, methods of segmenting data in
suitable and meaningful parts as well as transforming
raw data into aggregated features.

2.1.1 Data Smoothing

Real-world data is recorded as time series and suitable
signal preprocessing is required due to signal noise
and errors. In general, noisy data can have negative
impact on the performance and the accuracy of a ma-
chine learning model (Zhu and Wu, 2004). Hence,
smoothing the raw signals can be a suitable way, de-
pending on the signal and its encoded information, to
cope with this noise. This is done via smoothing fil-
ters which replace values of a time series with new
values obtained from e.g. local averages of surround-
ing values. These filters have the benefit of remov-
ing noise in time series without distorting the sig-
nal tendency. In this research we use the Savitzky-
Golay (SG) filter, originally published in 1964 (Sav-
itzky and Golay, 1964). In contrast to other low-pass
filter, which are applied in the frequency domain, the
SG filter is applied in the time domain. The main idea
of the SG filter is to apply for each data point a least-
square fit with a polynomial p of order n within an
odd-sized window of length N = 2M + 1 centered at
the reconstruction point of the signal, where M rep-
resents the number of neighboring points on the left
and the right side (Schafer, 2011). The defined poly-
nomial p with order n is then fitted to the samples N
of the noisy signal f to minimize the squared approx-
imation error εn defined as follows:

εn =
M

∑
i=−M

(p(i)− f (i))2
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2.1.2 Segmentation Methods

For the feature analysis of real-world driving data it
is important to pay particular attention to the gran-
ularity of the developed features. Calculating fea-
tures on a complete trip may remove fine-grained im-
portant information such as sudden changes in the
velocity profile due to specific traffic or road topo-
logical conditions. Thus, recorded data should be
segmented in such a way that calculated features
still contain enough fine-grained information. Sev-
eral studies applied different segmentation methods,
which can be categorized into static and dynamic seg-
mentation methods. Figure 2 shows the recording of
Controller Area Network (CAN) data of a trip includ-
ing an exemplary segment for the segmentation ap-
proaches. Static segmentation uses a fixed interval
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Figure 2: Illustration of the resulting segments using time-
based static segmentation, grouping variables and micro-
trips on real-world driving data.

(e.g. distance or time) to segment data into smaller
parts. Thus, all segments have the same length in time
or distance. De Cauwer et al. used static time inter-
val of length of 2 min, 5 min, and 10 min to segment
trips for training a model to predict the energy con-
sumption (De Cauwer et al., 2015). Another study
further investigated the effects of different data seg-
mentation methods for the modeling of vehicle en-
ergy consumption (Li et al., 2017). They mention that
such static segmentation methods may cause disconti-
nuities to some information such as traffic. Due to the
nature of that method it is difficult to aggregate cate-
gorical information into one feature such as changing
speed limits within such static segments. Dynamic
segmentation relies on different signal curves for seg-
menting a trip. Two common approaches exist for the
dynamic segmentation. One is the segmentation into
micro-trips. They utilize the velocity profile to seg-
ment a trip into sequences between two stops. Thus,
micro-trips include acceleration, cruising and decel-
eration of the vehicle (Kamble et al., 2009), but they

also suffer from discontinuities as well as the afore-
mentioned aggregation of information to one features
for a segment. Also the length of a micro-trip can vary
a lot due to the frequency of stops along a trip. If the
vehicle does only stop at the end of the trip the whole
trip will be used as a segment and therefore may lose
fine-grained information. The other approach for dy-
namic segmentation is grouping variables. They use
variables such as street type or speed limit for the
segmentation. A trip is divided when the value of at
least one selected variable is changing. This ensures
homogeneous static information for the used group-
ing variable and makes the aggregation of features
easier. Popular representatives of this approach are
data providers such as Google or HERE. They use
a link-based segmentation for their navigation sys-
tems. Links are acquired via a defined set of grouping
variables (HERE, 2021) (Google, 2021). Ericson et
al. used 11 grouping variables related to street, ve-
hicle, traffic and driver to segment their data (Erics-
son, 2001). Langner et al. use categorical and or-
dinal signals for separating scenarios within the test
drives (Langner et al., 2019)

2.1.3 Transformation of Raw Data

Selecting the correct representation of data for fea-
tures is one of the most important steps in the engi-
neering process. Transforming and aggregating raw
data into suitable features is nontrivial and often re-
quires a lot of time when done manually. Typically
domain knowledge from an expert is used for the en-
gineering of features and therefore it can be a tedious
task. Experts engineer features by aggregating, trans-
forming and calculating raw data to new semantic fea-
tures. By relying on an expert, engineering features
can be limited by human subjectivity as well as time
constraints. However, automated feature engineer-
ing tools and libraries (such as tsfresh (Christ et al.,
2018)) exist to cope with this problem by automati-
cally calculating hundreds of new statistical features
on the given dataset. As mentioned in the introduction
of this paper (see Section 1) features should cover the
energy consumption relevant categories such as driv-
ing style, street topology, traffic and environmental
conditions. Table 1 illustrates the researched litera-
ture and gives a brief overview of the general covered
features of this study. The table shows the relevant
papers in which the features were originally intro-
duced. Some of them describe statistics such as mean,
median and standard derivation of raw data such as
speed, acceleration, elevation and slope. Other fea-
tures are rule-based for example the aggressiveness of
a driver is based on multiple conditions depending on
the acceleration, speed and frequency of pedal-usage.
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Table 1: Overview of the energy consumption relevant features for driving style, street topology, traffic and environmental
conditions.

Feature Categories References

D
riv

in
g

St
yl

e

Speed (Ericsson, 2001), (Braun and Rid, 2018), (Grubwinkler et al., 2014), (Si et al., 2018),
(Grubwinkler et al., 2013), (Larsson and Ericsson, 2009), (Diaz Alvarez et al., 2014)

Acceleration (Ericsson, 2001), (Braun and Rid, 2018), (De Cauwer et al., 2015), (Si et al., 2018),
(Grubwinkler et al., 2013), (Diaz Alvarez et al., 2014)

Aerodynamic work (Ericsson, 2001), (Braun and Rid, 2018), (De Cauwer et al., 2015)
Positive/Negative kinetic energy (Ericsson, 2001), (Braun and Rid, 2018)

Oscillation in speed profile (Ericsson, 2001), (Braun and Rid, 2018)
Aggressiveness features (Badin et al., 2013), (Jasinski and Baldo, 2017), (Birrell et al., 2014), (Filev et al., 2009)

Jerk (Murphey et al., 2009), (Si et al., 2018), (Diaz Alvarez et al., 2014)

To
po

lo
gy Slope (Smuts et al., 2017), (Faria et al., 2019), (Si et al., 2018)

Elevation (Iora and Tribioli, 2019), (De Cauwer et al., 2015), (Grubwinkler et al., 2013), (Wittmann et al., 2018)
Curvature (Grubwinkler et al., 2013)
Curviness (Wittmann et al., 2018), (Langner et al., 2019)

Tr
af

fic

Jam time (Xue et al., 2014), (Loulizi et al., 2019)
Free flow (Xue et al., 2014)

Street class (Faria et al., 2019), (Wang et al., 2018)
Stop time (Braun and Rid, 2018)

E
nv

ir
on

m
en

t Temperature features (Iora and Tribioli, 2019), (Smuts et al., 2017), (Li et al., 2016)
Daylight (Grubwinkler et al., 2014)

Sun Altitude, Radiation, Intensity (Birrell et al., 2014), (Pysolar, 2021)
Air conditioner usage (De Cauwer et al., 2015), (Liu et al., 2017)
Power of auxiliaries (De Cauwer et al., 2015), (Liu et al., 2017)

2.2 Feature Selection

The risk of overfitting as well as the curse of dimen-
sionality can be caused by a large number of features.
Furthermore, training time of a model increases ex-
ponentially with the number of features (Aggarwal
et al., 2014). Thus, the utilization of feature selec-
tion algorithms is essential. Feature selection is the
process of selecting the most relevant features to the
energy consumption of BEVs and discarding the ir-
relevant features. Feature selection processes increase
accuracy, reduce overfitting and training time for ma-
chine learning models by evaluating the importance of
features and selecting only a relevant subset that im-
proves the accuracy of the model. Feature selection
algorithms can be divided into filter, wrapper and em-
bedded approaches (Chandrashekar and Sahin, 2014)
(Guyon and Elisseeff, 2006).

2.2.1 Filter

Filter methods select relevant features independently
of a machine learning model. They evaluate the im-
portance of features by relying on the general charac-
teristics of the data itself such as statistical dependen-
cies or distances between classes (Bosin et al., 2007).
As the name suggests they filter out features before
a machine learning model is trained. A popular filter
method is a correlation-based approach, which selects
features that correlate with the target feature and mini-
mize redundant features in the feature set. Depending

on the feature (continuous and categorical) an appro-
priate correlation needs to be applied. Correlation-
based approaches have low intercorrelation (Khalid
et al., 2014), which means just one of the features
with collinearity should be selected to remove addi-
tional redundancy. Due to the ease of filter methods
their main characteristic are their speed and scalabil-
ity.

2.2.2 Wrapper

Wrapper methods evaluate the impact of different
subsets of features using a machine learning model
(e.g. a predictive model) by calculating the estima-
tion accuracy of each feature subset separately (Ag-
garwal et al., 2014). Those methods can be catego-
rized as greedy algorithms due to their strategy to
find the best possible subset. Thus, they can result
in a computationally expensive search. The wrapper
selection is performed gradually by applying differ-
ent search strategies for the feature selection such as
genetic algorithms, random search and sequential se-
lection search (Rodriguez-Galiano et al., 2018) (El
Aboudi and Benhlima, 2016). In the following three
common wrapper method implementations are intro-
duced:

Sequential Backward Selection. The sequential
backward selection (SBS) is one of the first devel-
oped methods of the wrapper family (Shen, 2009).
Starting with the whole feature set it gradually tries
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to eliminate the least relevant feature by using a ma-
chine learning model to evaluate the remaining fea-
ture subsets (Guyon et al., 2006). The elimination
process stops when all the remaining features meet
the criterion of the model e.g. the a priori desired
number of remaining features. SBS does not guaran-
tee to find the optimal solution, but it is ensured to
converge quickly. Thus, choosing the right criterion
for the model is critical to result in a near optimal so-
lution.

Sequential Forward Selection. The sequential for-
ward selection (SFS) is one of the simplest greedy
search algorithms. This method performs a forward
selection by gradually adding features to feature sub-
sets and evaluating them (Marcano-Cedeño et al.,
2010). In every iteration a machine learning model is
used to evaluate the feature subset by calculating the
model accuracy of the subset. The feature subset with
the best result is then selected. The selection process
stops when the a priori predefined number of features
is selected. However, SFS may suffer from obsolete
features being added to the subset, if the number of
features is to high or missing relevant features, when
the number is to low (Chandra, 2015).

Recursive Feature Elimination. The Recursive
Feature Elimination (RFE) is the opposite approach
to forward selection (Le Thi et al., 2008). It starts
with all features to train a machine learning model
and gradually build smaller feature subsets. The algo-
rithm continues with the subset with the best features
until the specified number of features is reached (Le
Thi et al., 2008). Unlike SBS it does the whole elim-
ination cycle and then chooses the best subset instead
of stopping when the criterion for the model is met.

2.2.3 Embedded

In contrast to filter or wrapper methods, embedded
methods integrate feature selection in the machine
learning model (e.g. classifier). Embedded methods
select features that contribute the most to the accuracy
of the model when the model is being created (Aggar-
wal et al., 2014). The embedded model performs fea-
ture selection during training. In other words, it per-
forms model fitting and feature selection simultane-
ously (Lal et al., 2006). Thus, it is less prone to over-
fitting and can be more accurate than filter methods
due to directly selecting feature subsets for the trained
algorithm. The embedded methods include the Least
Absolute Shrinkage and Selection Operator (LASSO)
method (Fonti, 2017). LASSO aims to minimize the
prediction error using two main steps: regularization

and feature selection. During the regularization step
it shrinks the coefficient of the regression variables to
reduce the risk of overfitting. Then, during the feature
selection step features that still have a non-zero coef-
ficient are selected, which results in a good prediction
accuracy (Fonti, 2017). It involves a penalty factor,
which determines the correct number of features.

2.3 Feature Extraction

Feature selection methods aim to find the most rele-
vant feature subset for a defined target feature (in this
work the energy consumption). However, the num-
ber of selected features can still be to big. Thus, to
increase the accuracy and the efficiency of a machine
learning model, it is recommended to apply additional
dimension reduction methods (Prabhu, 2011). By ap-
plying feature extraction the selected subset of fea-
tures is transformed into a lower dimensional space
resulting in fewer previously selected features. Pop-
ular examples of dimension reduction methods are
Principal Component Analysis (PCA) or exploratory
factor analysis (EFA). PCA analyzes the total vari-
ance in the data set, whereas EFA depends on a com-
mon factor model, which assumes that the observed
variance in features is attributed to a single specific
factor (Anand et al., 2014). EFA reduces a large space
of features by producing a lower space of factors,
whereas each factor includes the strongly correlated
features. EFA uses variances to find the commonal-
ities between features, that is described by the sum-
mation of the squared correlation of the feature with
the factors (Yong and Pearce, 2013). There are differ-
ent methods to select the suitable number of factors
using extracted variance and eigenvalue, which de-
scribes the amount of the variance in the data that can
be explained by the associated factor (Beavers et al.,
2013a). The Kaiser criterion suggests retaining all
factors that have eigenvalues greater than one (Yong
and Pearce, 2013).

3 RESULTS AND DISCUSSION

In this research, data was collected from different test
drives in Germany, Austria and USA in the years 2018
to 2019. The recorded real-world data was collected
from different drivers and routes over several months.
Table 2 provides an overview of the data. The data
contains recorded signals from the CAN mainly cov-
ering vehicle-centric operation states in a time-based
format. All signals on the CAN are sampled with dif-
ferent frequencies up to 50 Hz and more. We decided
to sample the data at 10 Hz to still represent relevant
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Table 2: Overview of the used data for the evaluation.

Vehicle Porsche Taycan
Number of trips 234
Total length 8878 km
Shortest trip 12.64 km
Longest trip 156.75 km
Average length 54.38 km
Quota urban 37 %
Average velocity 71.43 km/h

driver styles and road characteristics. The recorded
signals consist of a timestamp, GPS position, vehicle
speed, vehicle longitudinal and lateral acceleration as
well as current slope and the total electrical power
(supply for traction battery and generative braking).
For smoothing noisy real-world data the SG filter was
applied. To further increase data quality and variety
of the recorded CAN we extracted additional informa-
tion from data providers, due to their relevance for the
energy consumption and range estimation of BEVs.
Historical traffic data was obtained from the data
provider HERE by matching historical traffic speed
to time and date of departure for each recorded test
drive. Information about the weather condition during
the trip were limited on recorded CAN alone due to
additional information about historical weather con-
ditions from data providers were not available during
the experiment. The free and open source databases
Meteostat1 did not offer enough relevant historical
weather data for the recorded trips to be used in this
research. For the granularity of feature engineer-
ing we investigated the aforementioned segmentation
methods on our data. Depending on the length of
static segmentation it results in inhomogeneous fea-
tures for a segment such as categorical features e.g.
speed limit and street class are, therefore, not usable
for aggregation and not suitable for the feature engi-
neering. While smaller intervals may solve this issue,
the semantic meaning of each segment as well as the
aggregation of similar test content may get lost in the
process. Micro-trip segmentation results in very long
segments due to most of the recorded trips did not
include enough stops resulting into segments cover-
ing the whole recorded trip. By applying grouping
variables (speed limit and street class) the segments
resulted into suitable segments including enough data
points for the calculation of features as well as of-
fering homogeneous data for the aggregation of cat-
egorical features which where analyzed in this study.
In addition, this approach fits the routing concept of
Google or HERE and is the basis for state-of-the-
art range estimation algorithms. The mean length of

1Meteostat website: https://meteostat.net

a segment was about 120 m leading to 74,000 data
points, which is enough data for the investigation.
Based on the literature research in Table 1 features
were selected in accordance to their availability in the
data pool as well as their raw data quality. A total
of 105 features were chosen and calculated on each
segment covering driver style, road topology, weather
and traffic conditions. They mainly consist of statis-
tical measures such as average, median and standard
derivation of respective signals such as speed, slope or
curvature. For the driver style some of them consist
of a rule-based approach for identifying an aggressive
or calm driver style.

For selecting the most relevant subset of features,
five feature selection methods were implemented and
their performance were evaluated by applying the R2

scoring metric on each subset (Anderson-Sprecher,
1994). The features in this work include both contin-
uous and discrete ordinal features. Thus, Spearman
correlation is utilized for the correlation-based filter
method because it is a suitable method to handle or-
dinal variables (Thirumalai and Member, 2017). It
analyses the relationships between the ranks of fea-
tures instead of their value. Table 3 shows the num-
ber of selected features of the subset, its accuracy and
the execution time of each feature selection method.
The execution time is measured on a PC with an In-

Table 3: Comparison of feature selection methods in re-
gards to their R2 score and execution time.

Method # Features R2R2R2 Time [s]

Filter 19 0.95 17.42
SBS 56 0.95 2.05
SFS 30 0.97 45.14
RFE 30 0.95 18.21

LASSO 43 0.97 0.77

tel Core i7 processor which runs at a frequency of
3.20 GHz. Overall, the implemented feature selection
methods have an R2 between 0.95 and 0.97. They
mainly differ in their selected number of features and
execution time. SFS and LASSO return the best R2

score while LASSO takes the least amount of time
for execution but still include the second most num-
ber of features in its final feature subset. The filter
method offers the best trade-off in regard to selected
number of features, R2 and execution time. However,
all implemented methods still retain a high number
of features, thus the feature extraction step for addi-
tional dimension reduction is necessary. To further
reduce the number of features EFA is applied for the
feature extraction. In this work, Kaiser’s criterion is
implemented to find the number of factors to retain
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Figure 3: A sample scree plot for the features of the RFE
feature selection method.

which have eigenvalues greater than one. Figure 3
shows a scree plot for the Kaiser’s criterion applied
on the 30 selected factors using RFE. 9 factors have
eigenvalues ≥ 1 and thereby meet the Kaiser’s crite-
rion. The percentage of data that could be predicted
using the selected number of factors is known as ex-
tracted variance. For the factors from the selected
feature subsets, the variance is calculated for compar-
ison. The threshold for sufficient extraction of fac-
tors is suggested to be between 75 % - 90 % (Beavers
et al., 2013a). Table 4 compares the resulting factors
and corresponding extracted variances for the feature
subset from feature selection methods. Based on the

Table 4: Comparison of the extracted variance and the cor-
responding number of factors of each selected feature sub-
set of feature selection methods.

Method Features Factors Variance

Filter 19 5 0.56
SBS 56 18 0.69
SFS 30 9 0.63
RFE 30 9 0.80

LASSO 43 18 0.65

results in Table 4 feature extraction performed on the
feature subset using RFE has the highest variance of
0.80 compared to the others. The extracted factors
from RFE are 9 in total. The lowest number of fac-
tors, 5 in total, can be extracted from the filter method
but the resulting variance of 0.56 is the lowest of them
all. The variance of the 9 factors from RFE meets the
criterion of ≥ 0.75 thus they are to be preferred. Fig-
ure 4 shows the percentage of data that is explained
with each individual factor and the cumulative vari-
ance (80 %) of the 9 extracted factors. For better inter-
pretation of the factors it is common to apply rotation
methods to reduce ambiguity. Rotation methods try to
distribute the feature load to as few factors as possi-
ble, thus, maximize the number of high loads on each
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Figure 4: Explained variance of each extracted factor and
its cumulative variance.

variable. Hence, factors can be easier interpreted due
to fewer associated features. For rotation there exist
two common approaches: orthogonal and oblique ro-
tation (Yong and Pearce, 2013). In this work Varimax
rotation is use to minimize the number of features that
have high loading on each factor. It belongs to the or-
thogonal rotations which rotate factors 90◦ from each
other. Figure 5 shows the factor loadings after rotation
using Varimax method. Each column represents the
extracted factors and its corresponding factor loading
after the Varimax rotation. Each factor describes a
certain category of features e.g. the 5th factor can
be expressed as an topology feature like mean slope.
Each factor includes strong correlated features with
each others, thus, it is sufficient to select the most
representative feature from each factor. A feature is
in general considered as a good representative of the
factor if its absolute loading≥ 0.70 and if it does have
a high intersecting loading on another factor (Beavers
et al., 2013b). The study (Guo et al., 2002) suggests
to select one or a few representative features with the
absolute largest loading to keep as much variance as
possible. As a result, the final subset includes the 9
most representative features. Table 5 shows the final
subset of features. An initial objective of this study

Table 5: Representative features: from each factor, one of
the good identifier feature is selected, which has a absolute
loading ≥ 0.70.

Nr. Category Feature

1 Driver Style Time Weighted Mean Acceleration
2 Traffic % of Speed < 2 km/h
3 Driver style & Traffic Averaged Squared Speed
4 Driver style % of Deceleration 0.0 m/s2 - 0.5 m/s2

5 Street topology Mean Slope
6 Driver Style Time Weighted Mean Decelerating
7 Environment (Weather) % of Nightlight
8 Driver style & Traffic % of Speed 50 km/h - 100 km/h
9 Driver style & Traffic % Deceleration 1.0 m/s2 - 1.5 m/s2

was to identify suitable feature engineering steps cov-
ering engineering, selection and extraction methods
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Figure 5: Factor loadings matrix describing the correlation
between the features and the extracted factor.

for the analysis of energy consumption relevant fea-
tures. As mentioned in the literature review, different
categories such as driving style, traffic and weather
conditions need to be considered when selecting rele-
vant features for the energy consumption. The results
of this study did show that the previously calculated
105 features can be reduced to a final subset of 9 sig-
nificant features for the energy consumption covering
the aforementioned categories and 80 % of the orig-
inal data’s variance. This finding has important im-
plications for developing range estimation algorithms
and the features which should be taken into account
for an accurate estimation. This could not be done on
driving cycles such as WLTP due to their laboratory
design, which does not cover the influence of traffic
or weather conditions.

4 CONCLUSION AND FUTURE
WORK

This paper presented a methodology for a data-driven
analysis of energy relevant factors covering driver
style, weather conditions, road topology and traffic
parameters. The methodology consists of three main
steps: feature engineering, feature selection and fea-
ture extraction. Feature engineering converts raw
data into features on homogeneous segments of the
trips. Based on real-world data different segmentation
methods such as static and dynamic approaches were
introduced and compared to each other. Segmenta-
tion based on speed limit and street type as group-
ing variables had the best trade off between ease of
use, flexibility and sufficient length for the feature en-
gineering step. For each segment different features
were calculated for the influencing factors leading to
a total of 105 features. During the feature selection
step the most relevant subset of features to the energy
consumption were selected. By comparing different
feature selection methods in regards to their accuracy
of the R2 score, the calculation time and the resulting
number of selected features we chose the RFE method
as the promising technique. Resulting in 30 features
in total. By utilizing feature extraction via EFA we
identified the underlying relationship between the se-
lected features to reduce dimension and specified the
most representative 9 features. These 9 features cover
80 % of the original data’s variance.

We have shown that our concept allows to select
and reduce relevant features for the energy consump-
tion of BEVs under real-world conditions. Covering
not only driver style features but also concurrently
investigating features for road topology, traffic and
weather conditions. By selecting relevant features via
a data-driven approach a biased feature selection from
experts can be avoided.

Future work will focus on increasing the amount
of data in terms of number and variety to improve the
robustness of the proposed methodology and the cur-
rent results. Covering additional drivers, countries,
weather conditions, vehicle models and in general dif-
ferent driving situations. The right amount of data
needed for an exhaustive analysis while keeping the
experiment time and cost low needs to be addressed
as well. In addition, applying automated feature en-
gineering tools or libraries to emphasize a fully au-
tomated data-driven feature-based analysis of the en-
ergy consumption of BEVs will be investigated.

Integrating the extracted relevant features, for the
energy consumption, into state-of-the-art range esti-
mation algorithms to further investigate and validate
the benefits of our proposed methodology will be in-
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vestigated as well.
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