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#### Abstract

Due to the complexity of automated vehicles, their development and validation require large amounts of naturalistic trajectory data of road users. In addition to the classical approach of using measurement vehicles to generate these data, approaches based on infrastructure sensors and drones have become increasingly popular. While advantages are postulated for each method, a practical comparison of the methods based on measurements of real traffic has so far been lacking. We present a theoretical and experimental analysis of two image-based measurement methods. For this purpose, we compare measurements of a drone-based system with a prototypical camera-based infrastructure sensor system. In addition to the detection statistics of the road users, the detection quality of both systems is also investigated using a reference vehicle equipped with an inertial navigation system. Through these experiments, we can confirm each approach's advantages and disadvantages emerging from the theoretical analysis.


## 1 INTRODUCTION

The development of automated vehicles is a trend that will significantly shape the traffic of the future. Intelligent systems will gradually take over the driving task from the driver, thereby increasing the safety, comfort and efficiency of future mobility. On the way to fully automated driving, however, a number of challenges have to be overcome. In comparison to a simple advanced driver assistance system, an automated vehicle has a large number of sensors such as cameras, radars and LiDARs. Through these sensors, it must perceive its immediate static as well as dynamic environment precisely. Furthermore, an automated system has to take over the control of the vehicle permanently instead of only rarely being really active, like e.g. an emergency braking system. Finally, the Operational Design Domain or the number of possible scenarios is large, especially in urban areas.

Due to the resulting complexity, many problems during the development and validation of automated vehicles are no longer solved conventionally, but datadriven. This development started with perception, for which camera images have been processed by neu-
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Figure 1: Visualization of the measurement setup. A dronebased measurement system is compared to a camera-based system positioned on a bridge. The blue box indicates the recorded area.
ral networks for years in research in order to solve issues such as the detection of other road users. In the meantime, however, other components of an automated driving system, such as the modeling and prediction of road user behavior, have also become datadriven. This is necessary for an automated vehicle to calculate a safe trajectory. Lastly, it has already been shown that even for simple highway systems the number of possible driving scenarios cannot be tested conventionally. This would require more than 1.3 billion test kilometers (Winner et al., 2015). Instead, intelligent, scenario-based testing becomes necessary. For the extraction, modeling and statistical analysis of these scenarios, trajectory data are absolutely necessary.

Most publicly accessible datasets available today are devoted to perception tasks in line with the development in the use of data-driven methods. Among the best-known examples are KITTI (Geiger et al., 2013) and Cityscapes (Cordts et al., 2016), which contain annotated camera and LiDAR data. In comparison, trajectory datasets with a focus on automated driving have typically appeared later and are smaller (e.g. (Robicquet et al., 2016)). This is partly due to the slower penetration of data-driven methods for e.g. prediction tasks. On the other hand, the creation of trajectory datasets is usually much more complex. While for perception datasets typically only single frames or short sequences are annotated manually or semi-automatically, which is already very laborious, for trajectory datasets a continuous annotation of all frames is essential to preserve the temporal dimension. Since this is not possible in a meaningful way manually, fully automated processing systems are necessary.

While sensor datasets for automated driving must almost inevitably be recorded with a vehicle-bound sensor system, there are more possibilities when designing a measuring system for trajectory data. Besides the use of measurement vehicles, infrastructure sensors and drones are established alternatives. While measurement vehicles often fuse different sensor types, so far systems based on drones (e.g. (Krajewski et al., 2018)) and infrastructure sensors (Colyar and Halkias, 2007) mainly work with cameras. Only recently have LiDAR sensors become more advanced and more affordable, so that they are also used in current systems (Kloeker et al., 2020). The choice of the sensor-bearing system and the selection of the sensors used are subject to individual advantages and disadvantages (Krajewski et al., 2018). It is plausible, for example, that an elevated recording position of the sensors reduces vehicle-to-vehicle occlusions. However, a theoretical and experimental investigation of the resulting consequences for trajectory datasets is missing so far. Furthermore, a practical comparison of several methods with each other based on real measured data in a typical recording scenario is absent.

In this publication, we would like to contribute to closing this gap. We compare two popular approaches to the generation of trajectory datasets. We investigate theoretically and experimentally assumed or postulated (dis-)advantages. Further, we evaluate their actual relevance for the generation of trajectory datasets.
Our main contributions are:

- We develop a prototypical camera-based measurement system to generate trajectory datasets from
traffic recordings taken by a camera positioned on a bridge
- We theoretically analyze the advantages and limitations of this system compared to a drone-based system
- We experimentally compare both systems with respect to the detection statistics of non-instructed passing traffic and a reference vehicle equipped with a highly accurate inertial navigation system (INS)


## 2 RELATED WORK

With the increasing need for datasets due to the growing popularity of data-driven approaches in the field of automated driving, the number of approaches to create them is growing as well. The development started with the creation of sensor datasets for perception problems, in which e.g. all dynamic road users are annotated by bounding boxes or the static infrastructure is semantically segmented. Well-known representatives are the KITTI dataset (Geiger et al., 2013) and the Cityscapes dataset (Cordts et al., 2016). The relevance of these datasets is not only shown by the number of citations, but also by the competing datasets published in the following years. However, since usually only single points in time or very short sequences of frames are annotated, the necessary temporal context is missing, which is required e.g. for prediction problems. An exception to these datasets from the vehicle perspective is the Level 5 dataset (Houston et al., 2020), which was developed especially for prediction tasks, and the Five Roundabouts dataset (Zyner et al., 2019). However, these datasets do not consist of manual annotations, but of automated detections based on a sensor fusion of camera and LiDAR data or only LiDAR data. Due to the perspective and occlusions, significant errors are present in the detections, so that the prediction task cannot be considered separately from the characteristics of the used sensor technology.

More common are therefore approaches based on the use of permanently installed infrastructure sensors and drones hovering above the traffic. The first dataset published from the drone perspective is the Stanford Drone Dataset (Robicquet et al., 2016), which focuses on traffic participants on a university campus. While this dataset is still based on classical tracking approaches, the datasets published later use a more complex processing pipeline. For the creation of the highD dataset (Krajewski et al., 2018) the video recordings were stabilized, all road users were de-
tected by neural networks, and trajectories were extracted by a tracking algorithm and RTS smoother (Rauch et al., 1965). Other datasets like the inD dataset (Bock et al., 2020), rounD dataset (Krajewski et al., 2020), INTERACTION dataset (Zhan et al., 2019) or TOPVIEW dataset (Yang et al., 2019) all use a very similar pipeline, but focus on different traffic scenarios. In (Kruber et al., 2020) the measurement accuracy of drone-based systems is investigated using a reference vehicle equipped with an inertial navigation system.

In addition to the ability to fly dynamically at various locations and to detect the behavior of road users unnoticeably, the drone has a distinct advantage over other approaches. Due to the bird's eye view, there are almost no vehicle-vehicle occlusions if the drone is correctly positioned so that a global image of the traffic is obtained. Further, the vehicles have to be tracked in 2D only. In order to exploit this potential, however, a high-resolution camera, precise video stabilization and deep-learning-based tracking systems are required.

Infrastructure sensors are usually used in the form of an intelligent transportation system station (ITSS). Typically an elevated positioning is used for the sensors to gain perspective advantages. The perception of existing datasets consists mostly of single or fused cameras. While for some datasets single cameras were used, the fusion of several cameras allows to observe a greater area. For the NGSIM (Colyar and Halkias, 2007) and Ko-PER (Strigel et al., 2014) datasets, cameras were positioned on infrastructure elements, like buildings and lamp posts, to observe a highway section or a full intersection. Similar to the development of algorithms for processing drone images, these older systems are based on more classical approaches and work on lower-resolution camera images. In contrast, current approaches such as the INTERACTION dataset (Zhan et al., 2019) use high-resolution cameras and neural networks to precisely detect road users. At the same time, there are also research projects that cover intersections or large sections of highways on a camera-based basis but do not provide data (AIM (Schnieder et al., 2013), Test Field Lower Saxony (Köster et al., 2018)). Recently it has also become feasible to additionally equip the ITS-Ss with highly accurate LiDAR sensors to further improve the detection accuracy (Kloeker et al., 2020).

The main advantage of ITS-Ss is their high efficiency, once they are installed. Unlike a drone, which in the best case can only record up to one hour at a time, ITS-Ss theoretically allow unlimited recording times. However, this is at the expense of the lack of flexibility. A disadvantage associated with ITS-Ss
compared to a drone is the perspective causing occlusions and degrading tracking accuracy with increasing distance from the sensors. To handle these problems, in most cases, multiple types of sensors also positioned at different locations are combined (Kloeker et al., 2020; Krämmer et al., 2019).

So far, there exists no comparison between drones and stationary camera sensors on real, synchronous measurements. For the INTERACTION dataset, a simulative quality evaluation was performed for a stationary camera, but no real tests (Zhan et al., 2019). The DLRAD dataset (Kurz et al., 2018) provides data from an aerial perspective recorded with a helicopter but neither an evaluation nor the dataset is released Within the Providentia test site, reference measurements were also generated with a helicopter, but were considered as ground truth for evaluating the infrastructure (Krämmer et al., 2019). No comparison was made between the two approaches.

## 3 METHOD

We propose a comparison of both fundamental approaches under optimal conditions. These include the weather, lighting, visibility and infrastructure-caused occlusions. For the comparison, we perform joint recordings with a drone-based system as well as with a prototypical single-camera-sensor-based ITS-S (see Fig. 1). While we use exactly the drone and processing system also used for the creation of the highD dataset (Krajewski et al., 2018) for the processing of the videos from the bird's eye view, we create a separate system for the processing of infrastructure-based recordings. Both approaches can theoretically be extended without limitations by using any number of drones or sensors. For a fair comparison, we use only a single sensor for each system and try to create as equal conditions as possible. Both systems use a single high-resolution 4 K camera that records traffic at 25 FPS. Further, the hardware costs and effort during the recording process are comparable. As a result, we get a fundamental comparison of the two perspectives.

For a comprehensive comparison, we suggest three steps, one of which is theoretical while the other two are experimental. In the first step, an analysis of the presented systems will be used to derive the theoretically achievable quality and limitations of both approaches, taking into account the individual components. The other two steps verify these findings by practical experiments. In the second step, the detection statistics of random traffic in the considered road section will be evaluated. However, as


Figure 2: Photo of the recording setup. The camera is positioned on a tripod on a bridge and records the passing traffic from behind.
for this non-instructed traffic no ground truth is available, the positioning accuracy of the detections can not be evaluated. Therefore, an additional reference vehicle performs various maneuvers in the field-ofview of both recording systems. This reference vehicle is equipped with a high-accuracy inertial navigation system whose acquired trajectories serve for a comparison.

The remaining chapters are structured as follows: Chapter 4 describes the implementation of the infrastructure-based system. In chapter 5 an analytical identification and comparison of the limitations of relevant parameters for the quality of the resulting datasets follows. The experiments in chapter 6 examine on the one hand the detection rates of both systems for non-instructed road users and on the other hand the positioning accuracy of a reference vehicle in both recordings.

## 4 CAMERA-BASED INFRASTRUCTURE SENSOR SYSTEM

The recording of traffic participants and the conversion to trajectories is a procedure that, like the processing of drone-based traffic recordings, is performed in several disjunctive steps. Also, the processing of the recordings is not performed live during the recording.

For the recordings themselves a Sony Alpha 6300 with an 18 mm lens is used. The camera can record videos in 4 K resolution at 25 FPS and is positioned on a tripod on a bridge as shown in Fig. 2. Thus, the camera is located at a height of about 8.5 m above the
road. The camera films the traffic in portrait format and is slightly angled so that the captured two-lane road section covers as large an area of the camera image as possible. The shots are limited to one of the two driving directions because the middle shoulder is full of trees blocking the view of the other lane. An intrinsic calibration of the camera minimizes distortions caused by the imperfections of the recording device.

The first processing step is the detection of all traffic participants in each frame of the recordings. The state of the art has shown that neural networks are suitable for this purpose. Since road users often partially or completely overlap each other from the chosen perspective, e.g. a simple semantic segmentation is not sufficient. Instead, instance segmentation is necessary, so that we use a Mask-RCNN (He et al., 2017) network in accordance with the literature. Although a Mask-RCNN pre-trained on COCO (Lin et al., 2014) was already able to detect some vehicles correctly, we have fine-tuned the network using our own training dataset. While public datasets as DETRAC (Wen et al., 2020) were available, we needed a dataset including instance segmentations for achieving the highest quality. The resulting network is able to detect even partially covered vehicles at greater distances, as shown in Fig. 3.

The detection of the vehicles in the camera image does not yet allow to determine their trajectories on the 2D road surface. Beforehand, the position of the vehicle on the road must be deduced from the position of the detection in the image by a perspective mapping. While from the drone perspective only the perspective distortion caused by the three-dimensional vehicle shape has to be considered, the camera per-


Figure 3: Examplary zoomed-in result of the Mask-RCNN network fine-tuned on our use-case. The results show that even partially occluded vehicles are typically detected.


Figure 4: Visualization of the image mapping. While in the left image an original, untransformed frame is shown, the right image shows the mapped result. The red line indicating the distances to the camera shows that the perspective is removed from the mapped image. However, with increasing distance, the resolution decreases.
spective from the infrastructure sensors has to be considered here as well. Since the vehicle height has little relevance for a trajectory dataset and the considered road section can be assumed to be almost horizontal, an omission of the third dimension is possible. To determine the mapping, salient points in the camera image and in an orthophoto are matched. The mapping not only corrects the perspective but also converts pixels into meters. In Fig. 4, this is done exemplary for a camera image, although only the detections themselves have to be mapped. The length and width of each vehicle are measured when entering the image since this is where the least perspective distortion is present (compare Fig. 5). To determine the width of the detected vehicles at this point, only the lower part of the vehicles' detections close to the road is trans-


Figure 5: Visualization of the size estimation for the infrastructure-based system. A vehicle entering the recorded area is shown. The estimated size is visualized as yellow bounding box.
formed in order to avoid perspective errors. However, for length measurement, the entire detection is transformed for cars. As the perspective distortion at beginning of the recorded road section is still not negligible for trucks, a length modification factor of 0.71 is applied when transforming the trucks' detections. This factor is derived from multiple manual measurements.

In a last step, the mapped detections in the individual frames must be linked to trajectories. This is done by the Hungarian algorithm (Kuhn, 1955), which is used for the optimal assignment of detections to tracks based on their distances in each frame. To smooth the positions in the last step and also to derive the velocities and accelerations from the positions an RTS smoother (Rauch et al., 1965) is used.

## 5 THEORETICAL COMPARISON

Before conducting the experiments, we want to derive theoretically which parameters and variables for the two approaches considered represent the typical bottlenecks with respect to the resulting dataset quality. For this purpose, we consider the individual processing steps and derive the expected accuracies or errors for each detection and resulting trajectory at the end. Since especially errors at the beginning of the processing chain are carried through all subsequent processing steps, we focus on them here. As the tracking module at the end can be designed from very simple to very complex, and must ultimately correct previous errors, we will consider this module only superficially.


Figure 6: Comparison of the ground sampling distances (GSDs) between the drone-based (green) and the infrastructure-based (violet) system.

Starting with the camera image itself, an elementary difference becomes clear. The bird's-eye view captures the entire road section under consideration with a constant resolution or ground sampling distance (GSD). At an altitude of 100 m a road section of up to 140 m length is recorded with a ground sampling distance of $3.4 \mathrm{~cm} / \mathrm{px}$ at C 4 K resolution. In comparison, the GSD for the stationary camera behaves approximately square from $0.005 \mathrm{~m} / \mathrm{px}$ to $0.7 \mathrm{~m} / \mathrm{px}$ at the end of the image. As shown in Fig. 6, from 22 m distance, the GSD is higher than for the drone. From 100 m distance, it is already $0.35 \mathrm{~m} / \mathrm{px}$.

The quality of the images themselves may also be reduced by lens distortion and blurring. However, we consider these errors to be negligible if the camera has been calibrated correctly, and the exposure time and aperture have been selected so that static and dynamic content is sharply projected. With a shutter speed of $1 / 500 \mathrm{~s}$, from a bird's eye view, the motion blur of a vehicle with $70 \mathrm{~km} / \mathrm{h}$ is only 0.04 m , which is within the tolerance range of the GSD. From the viewpoint of the stationary camera, the motion blur in the close range is higher at the same exposure time, but from about 20 m on it is significantly smaller than the GSD.

The final recording-specific point are camera movements. While the stationary camera is capturing a fixed street segment during a recording, the drone is constantly moving slightly. These unavoidable movements are caused, for example, by wind and too imprecise sensors used to stabilize the hovering position. This leads to a shift of the captured road section by up to a few meters during a recording, which can be corrected by the drone pilot. Further, the state of the art has shown that resulting position errors of extracted road users can be virtually eliminated by video stabilization (Krajewski et al., 2018).

A theoretical comparison of the quality of the object detection is difficult. For both perspectives, a


Figure 7: Extent of vehicle-vehicle occlusions $\Delta x$ in a camera-based ITS-S as a function of camera height $h_{c}$, vehicle distance $x_{t}$, and vehicle height $h_{t}$.
large repertoire of algorithms can be used. Therefore the accuracy depends more on the amount of annotations and the available computing time. A non-quantifiable difference, however, is that from the drone perspective the objects to be detected are of a very similar size. On the other hand, in ITS-S-based images, very large to very small, as well as partially occluded objects must be detected.

Vehicle-vehicle Occlusions play an important role in the detection process. Here, the drone has a clear advantage, because if the drone is correctly positioned near or above the road, masking between vehicles can be completely prevented. From the perspective of the stationary camera, however, occlusions cannot be excluded. The extent of the occlusions depends on the height of the camera, the vehicles and the distances, as shown in Fig. 7. The occluded distance can be derived as $\Delta x=\left(h_{t} \cdot x_{t}\right) /\left(h_{c}-h_{t}\right)$. As depicted in Fig. 8, especially for vans and trucks (partial) occlusions have to be expected assuming a following distance of 25 m at $70 \mathrm{~km} / \mathrm{h}$.


Figure 8: Occluded distance $\Delta x$ over vehicle distance $x_{t}$ for a camera mounted at $h_{c}=8 m$. Results for car (violet, $h_{t}=$ 1.5 m ), van (blue, $h_{t}=2.5 \mathrm{~m}$ ) and truck (green, $h_{t}=3.5 \mathrm{~m}$ ).

From the object detections both the object size and the center to be tracked must be derived. Due to the perspective, the stationary camera has clear advantages in estimating the vehicle height compared to the drone. On the other hand, the vehicle length can only be determined much less accurately as it enters the image. Especially high trucks cover their own driver's cab (compare Fig. 4). From the drone perspective, the vehicle length and width can be determined most easily in the center of the image, since the sides of the vehicle are hardly visible here. Accordingly, it makes sense to directly track the center point as well as the orientation of road users from a drone perspective, since no additional error is generated. From the bridge perspective, however, the orientation cannot be estimated with the approach shown and the object center can only be tracked indirectly via the rear axle.

The GSD again plays a central role in the georeferencing of the detections. While drone images with a GSD of $3.4 \mathrm{~cm} / \mathrm{px}$ have a higher resolution than orthophotos, the increasing GSD of stationary cameras makes the georeferencing of pixels at greater distances more difficult.

## 6 EXPERIMENTS

The two sensor systems are evaluated in two experiments. At first, we compare the general detection statistics in order to obtain a general assessment of the quality of both systems. This is done by analyzing the tracks of all detected non-instructed road users on properties that don't require a ground truth since no independent reference measurement is given for those. In the second step, the localization accuracy of both systems is tested against a reference vehicle with an inertial navigation system.

In order to tempo-spatial synchronize all systems, optical features were used for the drone and ITS-S. While for the temporal synchronization the passing of vehicle rears at unique keypoints was used, the spatial synchronization was done by georeferencing the recordings to an orthophoto in UTM coordinates. Then, the recordings of the reference vehicle were synchronized to the drone recordings by matching the generated tracks and minimizing the error of all centroids at all timesteps. A further spatial synchronization was not necessary, since the INS of the reference vehicle already outputs its position in UTM coordinates. All synchronization steps were manually verified.


Figure 9: Example ITS-S measurements of a vehicles' xposition offset to the filtered position. The vehicle was driving at a nearly constant speed. The dashed lines indicate the theoretical maximal accuracy a vehicle can be detected at that distance (GSD).

### 6.1 Detection Statistics

In the chosen recording setup, the ITS-S's field of view covered a road section of about 400 m . This section length can also be covered by a drone, as shown for the highD dataset (Krajewski et al., 2018). However, due to regulations, the flight altitude was limited to 100 m at the chosen recording site. As this reduced the covered road section length to 140 m , we use only this distance for comparison of both systems. For all recordings, the drone was positioned to capture the nearest 140 m to the ITS-S.

We recorded a total of 35 minutes on a sunny day. During the recordings, 452 vehicles passed the measurement sector. Both systems managed to initially detect all of them. The tracks generated by the drone recordings have an average length of 134.3 m . Considering that tracking only starts as soon as a vehicle is completely visible in the image, the maximum possible tracking distance is thus slightly smaller than the recorded length of the road of about 140 m . This means that (almost) all vehicles are tracked over the entire distance. Similarly, the average track length generated by the ITS-S recordings is 135.5 m , considering only the first 140 m of the recorded road section. Therefore, both approaches are able to reliably track road users over 140 m . However, if the entire road section visible to the ITS-S $(400 \mathrm{~m})$ is considered, the average track length is only 263.3 m . A more detailed analysis of the tracks shows, that the system often fails to detect vehicles at a greater distance from the camera. There are mainly two reasons for this. Firstly, as seen in Fig. 6, the ground sampling distance deteriorates quadratically with the distance. Thereby the variance of the detections also increases with the distance (see Fig. 9). If the variance turns too great, the Hungarian algorithm may not be able
to correctly assign the detections to the corresponding tracks. This leads ultimately to an end of the affected track if this happens too often in consecutive time steps. Secondly, about $21.5 \%$ of the vehicles are at least for one frame occluded by another vehicle in the considered road segment. The chance for this to happen rises with the distance to the camera as seen in Fig. 7. Fully occluded vehicles can no longer be detected and therefore no longer be tracked. In contrast, a higher flight altitude of the drone and thus a larger area covered increases the ground sampling distance, but not to a lower detection rate. The highD dataset (Krajewski et al., 2018) shows that vehicles are reliably detected even at significantly higher flight altitudes.

Fig. 10 shows a comparison of the vehicle dimensions, separated by the two detected classes. For cars, the measured widths match to a great extent, with a median deviation of only 1.5 cm . This indicates, that both systems are able to accurately estimate this value. Considering the length, the cars are typically


Figure 10: Statistical evaluation of the measured dimension differences between both systems. For each vehicle, the calculated dimensions by the two approaches were subtracted. A positive value indicates a higher value measured by the ITS-S.
measured a bit too long by the ITS-S, with a median deviation of about 12.5 cm . The main factor is presumably the diversely shaped car fronts, which can distort the transformed detections of the ITS-S. For systems, which measure the vehicles not only from the back but also from different perspectives, this error could be eliminated.

The measured widths of trucks differ at a median of about 0.03 cm . Since the ITS-S is recording vehicles from behind, it is able to precisely determine the trucks' width. In case of the drone, perspective distortions of tall vehicles have to be considered. The system we used is able to compensate for this effect by assuming an average truck height of 3.50 m . Overall, the small deviations suggest that both systems can reliably measure the width of trucks. Regarding the length measurement, the ITS-S is only able to estimate the length of the trucks (see section 4). This leads to significant deviations in the measurements of the truck lengths. Due to the diverse truck shapes that occur, it is not possible to completely eliminate this effect.

### 6.2 Localization Accuracy

During the recordings, we passed the measurement sector eight times with our reference vehicle. To include lateral movements, we performed a lane change to simulate different scenarios in four of these passes. Independently from that, we accelerated the vehicle in three passes to incorporate the effect of varying speed on the tracking into the evaluation. From the ITS-S perspective, the vehicle became partially occluded in two of those passes.

Fig. 11 shows an exemplary trajectory comparison of one pass. It is immediately noticeable that the trajectory of the reference vehicle shows a deviation from the other two trajectories. Our experiments have shown that this is caused by a GPS drift perpendicular to the direction of motion, resulting from an erroneous GPS fix after passing under a bridge. This drift is not deterministic and couldn't be compensated by the differential GPS signal for our measurements, but it averages to about 30 cm and is constant over the entire course of a measurement. Apart from this, the accuracy of the inertial navigation system is $1-2 \mathrm{~cm}$ and thus maps the course of the trajectory with high precision.

Analyzing the deviations of the drone and ITS-S measurements over the distance results in the curves shown in Fig. 12. As expected, the deviation of the drone tracks is almost constant over the entire measurement distance and varies in a range of only 2 cm , which is consistent with the theoretically determined


Figure 11: Exemplary trajectory comparison of the reference vehicle. The top graph shows the trajectories of the ITS-S (violet), drone (green) and reference vehicle (blue) from a bird's-eye perspective. The two graphs below show the positions in x - respectively y -direction over the time where all three methods tracked the vehicle. The reference vehicle became occluded from the ITS-S perspective after around two seconds, which leads to a visible deviation in the y -direction.

GSD. The minimum deviation for both measurement methods is about 30 cm . This corresponds approximately to the value which we have determined as the average GPS drift. Assuming an error-free reference measurement, the minimum deviation would be reduced by the amount of the GPS drift, which results in a convincing tracking performance by the drone over the entire road section.

The ITS-S measurements also show the characteristics as expected in chapter 5, but the absolute degradation of the accuracy is significantly lower than that of the GSD. This can be explained by the Kalman filtering of the measurements during the tracking, which results in an acceptable accuracy even at greater distances. Compared to the drone, the ITS$S$ achieves comparable or even better accuracy up to


Figure 12: Averaged deviation from the reference measurements. Due to the low sample size the curves are slightly smoothed to compensate for the measurement variances.
a distance of 30 m . However, at longer distances, the accuracy of the ITS-S can no longer keep up with the drone due to the perspective.

## 7 CONCLUSION

In this paper, we have presented a comparison between two typical approaches to the creation of trajectory datasets of road users. The analysis of the state of the art has shown that trajectory datasets have an increasing relevance for automated driving. The two common approaches to create high-quality datasets are the use of ITS-Ss and drones. However, there is no concrete qualitative or quantitative comparison of both methods in the literature so far. Therefore, we have developed a camera-based infrastructure system for the detection of road users from elevated positions in accordance with the state of the art in order to compare it with an existing drone approach. The theoretical analysis has shown that the biggest influence on quality is the perspective as well as the ground sampling distance. Within the experiments, we could confirm these results. Both systems were able to reliably track vehicles over a course of 140 m . Considering greater distances though, the ITS-S struggled due to vehicle-to-vehicle occlusions. Experiments with a reference vehicle have shown that the positioning accuracy near the infrastructure system is at the same level as the drone system, but decreases gradually from a distance of 30 m . In summary, we have theoretically and experimentally shown that both approaches are able to detect all road users, although drone-based systems have an advantage regarding the distance independent road user localization accuracy.
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