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Abstract: Segmenting skin lesions in dermoscopic images is a key step for the automatic diagnosis of melanoma. In this 
framework, this paper presents a new algorithm that after a pre-processing phase aimed at reducing the 
computation burden, removing artifacts and improving contrast, selects the skin lesion pixels in terms of their 
saliency and color. The method is tested on a publicly available dataset and is evaluated both qualitatively 
and quantitatively. 

1 INTRODUCTION 

Melanoma is an aggressive skin cancer, which is 
caused by an uncontrolled growth of abnormal cells 
(melanocytes cells). It is likely to be lethal. However, 
if detected at the initial stage, melanoma can be 
treated by means of surgical eradication of the 
cancerous cells with high cure rate. Thus, early 
diagnosis is the best way to reduce the number of 
deaths caused by melanoma.  

Visual examination of the skin surface is a simple 
way for melanoma detection that, however, has a 
limited accuracy especially at earlier stages of the 
illness. Thus, dermatologists resort to the use of an 
imaging technique (called dermoscopy or 
epiluminescence microscopy) that by eliminating 
surface reflection allows to visually enhance deeper 
skin layers. To this purpose, a tool called 
dermatoscope is employed, which consists of a 
magnifying glass, a (polarized or non-polarized) light 
source, and a transparent plate. The dermatoscope can 
be contact or non-contact and in the first case some 
dermoscopic oil or gel is applied on the skin before 
using the instrument.  

By analyzing the dermoscopic images, expert 
dermatologists are able to distinguish malignant and 
benignant lesions by assigning to each lesion a score 
in terms of four principal features (the ABCD rule): 
asymmetry, border, color and differential structures. 
However, the diagnosis is likely to be biased by the 
subjective judgment of the doctor, who may not have 
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enough experience, and is limitedly reproducible. 
Thus, to reduce the number of deaths from melanoma, 
the development of innovative fully automatic 
techniques for segmentation, feature extraction and 
classification of dermoscopic images is highly 
desirable. Recent surveys can be found in 
(Premaladha et al., 2015), (Mishra et al., 2016), 
(Oliveira et al., 2018), (Okur et al., 2018). 

Due to the effect it has on feature extraction and 
classification, the segmentation phase is particularly 
relevant. Color image segmentation is a complex task 
(Celebi et al. 2013, Ramella et al. 2013) due to a 
number of problems such as the existence of different 
colors within the lesion, the presence of artifacts, or 
the low contrast at the border separating the lesion 
from the surrounding healthy skin. Some artifacts, 
e.g., dark corners, ink markers, rulers and bubbles, are 
caused directly by the imaging technique, while other 
artifacts are due to different conditions of 
illumination, contrast and noise. A major problem 
severely affecting the correct detection of the border 
of the lesion is the presence of hair on the skin.  

All artifacts should be removed before applying 
the segmentation algorithm. Thus, almost all 
dermoscopic image analysis methods include a pre-
processing step aimed at removing the artifacts. 
Median filtering, e.g. (Mendonca et al., 2015), color 
correction, e.g. (Quintana et al., 2011), illumination 
correction, e.g. (Glaister et al., 2013), contrast 
enhancement, e.g. (Abbas et al., 2013), (Barata et al., 
2015), and hair removal, e.g. (Lee et al., 1994), are 
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often employed. Unfortunately, the best that pre-
processing can do is to reduce the effect of the 
artifacts, which only seldom are completely removed. 
Thus, a post-processing step is also generally taken 
into account, e.g., based on region merging or 
morphological operations.  

Automated skin lesion segmentation has received 
a lot of attention in the recent literature, where a 
number of segmentation methods based on different 
approaches can be found. The most common and 
simple automatic segmentation methods are based on 
thresholding the histogram based on RGB channels, 
luminance, or principal component analysis (Garnavi 
et al., 2011), (Celebi et al., 2013), (Zortea et al., 
2017). Unfortunately, thresholding methods are 
limited by the distribution of the luminance and may 
fail in the presence of multiple peaks in the luminance 
histogram. Other methods involve deformable 
models, such as active contours, (Ma et al., 2016), 
(Celebi et al., 2017). Generally speaking, the strategy 
consists in the identification of an optimum boundary 
of the skin lesion by minimizing the internal forces 
defined within the curve and the external energies. 
The main problems with deformable models concern 
the selection of the segmentation parameters and the 
unnecessary computations caused by the presence of 
a non adequate stopping criterion. Region based 
segmentation has also been used for dermoscopic 
images (Celebi et al., 2007), (Celebi et al., 2008), 
(Celebi et al., 2009), where predefined features such 
as color, intensity, wavelets are employed to divide 
the image at hand into distinct regions. Good results 
have been obtained by using supervised learning 
approaches such as convolutional neural networks 
(CNNs) that, however, require extensive learning 
based one a very large number of parameters and of 
labeled training images (Kawaraha et al., 2016), 
(Codella et al., 2015), (Yu et al. 2017). Other recent 
methods such as (Ahn et al., 2015), (Ahn et al. 2017), 
(Fan et al., 2017), (Hu et al., 2019), are based on 
saliency detection to identify visually salient regions 
as those that are visually more distinctive due to their 
contrast.  

In this paper we introduce a new dermoscopic 
image segmentation method that consist of a pre-
processing step aiming at preparing the image and a 
successive process to identify the skin lesion in terms 
of visual appearance and color.  

To evaluate the performance of the method we 
have applied it to dermoscopic images in the publicly 
available dataset (ISIC, 2016), as done by many 
researchers active in dermoscopic image analysis. 

2 THE METHOD 

To describe the main steps of the suggested method 
we consider as running example one of the images in 
the ISIC database (ISIC, 2016), namely image 
ISIC_0000003 shown in Figure 1 left. The ground truth 
provided in the database is shown in Figure 1 middle. 

   

Figure 1: Image ISIC_0000003 used as running example, 
left, the corresponding ground truth, middle, and the 
quantized image, right. 

2.1 Image Preparation 

The first step is Image Preparation. To limit the 
computation burden of the segmentation process, we 
reduce the size of the images as well as the number of 
colors. To reduce the size of the image in such a way 
that the maximum between the number of rows and 
the number of columns is 500. See the result for the 
running example in Figure 1 right. The same size 
reduction is also done for the ground truth. To reduce 
the number of colors, we perform image quantization. 
Different color quantization methods can be used to 
this purpose (e. g. Dekker, 1994, Bruni et al., 2015, 
Ramella et al., 2016). In this paper we use the 
algorithm in (Dekker, 1994) and set to 64 the 
maximum number of colors. 

   
 

   

Figure 2: Images ISIC_0000177, ISIC_0000138 and 
ISIC_0000043 characterized by the presence of hair, top, 
and the resulting images after hair removal by the algorithm 
in (Lee et al, 1997), bottom. 

Finally, we apply the hair removal process by the 
algorithm in (Lee et al, 1997) in order lesion images 
can be more effectively segmented after the hair 
present in the lesion image is removed and the portion 
of the image in correspondence with the removed hair 
is restored. Unfortunately, hair removal is not always 
completely successful. See Figure 2, showing one 
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example where hair removal has been completely 
successful and other two examples where it has not. 

2.2 Saliency Map Construction and 
Preliminary Segmentation 

The successive step of the process is Saliency Map 
Construction and Processing. We resort to the 
algorithm suggested in (Achanta et al., 2009) that 
computes full resolution saliency maps with well-
defined boundaries of salient objects. To enhance the 
obtained saliency map, we increase the contrast by 
mapping the values of the input intensity image to 
new values obtained by saturating the bottom 1% and 
the top 1% of all pixel values. Figure 3 shows the 
saliency map computed for the running example and 
the resulting image after contrast enhancement. 

   

Figure 3: Saliency map before, left, and after contrast 
enhancement, middle. The latter image is also shown in 
false colors for better visualization, right. 

The saliency map undergoes binarization to 
extract the more salient regions: all pixels with 
saliency value smaller than the average saliency value 
are tentatively assigned to the background, while all 
other pixels are tentatively assigned to the 
foreground. We observe that for a number of images 
the average saliency value is strongly conditioned by 
artifacts caused directly by the adopted imaging 
technique. This the case, for example, in the presence 
of dark corners (see Figure 4 left) or, even worse, 
when the region of interest for saliency map 
thresholding constitutes a circular portion of an 
otherwise completely dark image. In the presence of 
these dark artifacts, which are characterized by rather 
high saliency value (see Figure 4 right), the average 
saliency value would be higher than the average 
saliency value actually characterizing the pixels in the 
skin lesion. As a consequence, the number of pixels 
that would be assigned to the foreground is 
remarkably smaller than expected. For this reason, 
saliency map thresholding involves a process aimed 
at identifying a Binary Mask including all pixels 
whose saliency value should not be taken into account 
for average saliency value computation. Moreover, an 
iterated process is actually performed to identify the 
Binary Mask since not all pixels of the artifacts are 
characterized by the same (high) saliency value. 
 

  

Figure 4: Image ISIC_0000101 characterized by dark 
artifacts due to the imaging technique, left, and its 
corresponding saliency map, where the average saliency 
value is strongly conditioned by the high values (shown in 
white) associated with the dark artifacts, right. 

At each iteration, the saliency map is binarized 
with the current threshold value. Then, connected 
components including pixels on the image frame are 
removed from the saliency map, i.e., their pixels are 
set to zero, and are recorded in a Binary Mask image. 
The average saliency value is newly computed by 
ignoring the pixels whose saliency has been set equal 
to zero. Generally, a smaller average saliency value is 
obtained so that, when the saliency map is 
thresholded again, a larger number of pixels 
overcome the new threshold, which are selected as 
potentially belonging to the foreground. The process 
for saliency map binarization and Binary Mask 
construction is iterated as far as connected 
components including pixels of the frame are 
detected. As an example, refer to Figure 5. 

   

Figure 5: Image ISIC_0000014, left, the binarized saliency 
map with components including pixels of the frame, 
middle, and the result at the successive iteration, where a 
larger number of pixels overcome the new, lower, 
threshold, right. 

Another relevant process of the saliency map is 
likely to be necessary for images where the 
background, normally lighter than the foreground, 
includes some regions that are lighter than the 
remaining background regions. Since salient regions 
are regions visually more evident than the 
surrounding areas, it may happen that both pixels 
inside the lesion, hence characterized by darker 
colors, and pixels in the lightest portions of the 
background have saliency values high enough to be 
potentially assigned to the foreground during 
binarization. See Figure 6.  

To solve the above problem, we consider the 
colors of the pixels corresponding to foreground 
pixels in the binarized saliency map and compute the 
average color associated to each connected 
component of the binarized saliency map. Then, we 
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Figure 6: Image ISIC_0011298, left, the initial saliency 
map, middle, and the binarized saliency map where the 
component pointed by the arrow should not be assigned to 
the foreground. 

identify among the computed average colors, the 
color having the minimal (maximal) distance dmin 
(dmax) from the darkest detected color and compute 
the difference dmax-dmin. We observe that when the 
components in the saliency map are characterized by 
rather different average colors, the difference dmax-
dmin is large. If this is the case, we remove from the 
foreground the too light components, i.e., the 
components characterized by an average color larger 
than the mean value between dmin and dmax. 

For the running example, the saliency map 
obtained at the end of the iterated binarization is 
shown in Figure 7 left.  

   

Figure 7: Saliency map at the end of the iterated 
binarization, left, and after pixels with lower saliency but 
adequate color have been assigned to the foreground, right. 

We remark that skin lesions may include pixels 
with different colors, but in any case the difference in 
color between foreground and background is still 
noticeable. Thus, we accept as belonging to the 
foreground also some pixels characterized by low 
saliency values that prevented their extraction during 
thresholding, provided that their colors are closer to 
the average color of the foreground than to the 
average color of the background. For the running 
example the resulting image is shown in Figure 7 
right. 

The binarized saliency map is likely to consist of 
a number of components, all characterized by 
saliency or color compatible with those expected for 
the skin lesion to be segmented. However, not all 
these components do belong to the skin lesion. Some 
peripheral parts can be just noisy regions 
characterized by saliency or color very similar to 
those in the skin lesion. To keep only the relevant 
components, we distinguish all components in kernel 
and non-kernel components. Kernel components are 
those including pixels with the highest saliency 

values. Non-kernel components include pixels with 
saliency lower than the binarization threshold, or 
pixels with saliency sufficiently high to guarantee 
their detection during binarization, but barely 
overcoming the threshold value. Non-kernel 
components with very small area or with area larger 
than the total area of the kernel components are 
assigned to the background. For each other non-
kernel component, its proximity to the kernel is 
evaluated as the difference in area between the 
convex hull of the set consisting of the kernel 
components plus the non-kernel component at hand, 
and the convex hull of the kernel components. A 
small difference indicates that the non-kernel 
component is sufficiently close to the kernel to be 
accepted in the foreground. An example is shown in 
Figure 8.  

   
Figure 8: Image ISIC_0000092, left, the binarized saliency 
map where the only non-kernel component is pointed by the 
arrow, middle, and the result after the assignment of the 
non-kernel component to the background, right. 

2.3 Final Segmentation 

In many cases, the segmented foreground obtained at 
the end of the previous step is already close enough 
to the desired result. However, there are skin lesions 
for which the transition in color from foreground to 
background is not sharp. In these cases, a sort of band 
surrounding the detected foreground can be noted in 
the saliency map. The band includes pixels that have 
low saliency values, say smaller than 10, but have 
rather different colors. These colors are light for 
pixels really belonging to the background, while are 
a bit darker for pixels belonging to the skin lesion in 
the color transition area. Thus, an expansion of the 
foreground is necessary to include some pixels 
selected out of those placed in the band surrounding 
the current foreground. To this aim, we perform the 
following process. We select from the original 
saliency map the band, consisting of the pixels with 
saliency smaller than 10 (see Figure 9 left). Then, we 
compute the average color cF of the current 
foreground, the average color cB of the band and the 
distance d between cF and cB. We use d to filter out 
from the band the pixels that cannot absolutely be 
assigned to the foreground. Our choice is to filter out 
band pixels whose colors have distance from cF larger 
than the 80% of d (see Figure 9 middle). Then, out of 
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the remaining pixels, only those connected to the 
already detected foreground are assigned to the 
foreground (see Figure 9 right).  

For the running example (Figure 9 top), the set of 
band pixels assigned to the foreground coincides with 
the set of filtered pixels. In Figure 9 bottom, we 
provide a second example, where the selected pixels 
are a subset of the filtered band pixels.  

   
 

   

Figure 9: Expansion of the foreground for the running 
example, top, and for image ISIC_0000043, bottom. Band 
pixels, left, pixels remaining after filtering, middle, and 
pixels assigned to the foreground, right. 

Morphological operations are applied to smooth 
the contour of the segmented skin lesion and fill 
possibly existing small holes. If more than one 
component is obtained, the one with the largest area 
is selected. The convex hull of such a component is 
finally computed and constitutes the result of 
segmentation. 

In Figure 10, the result of segmentation for the 
running example is shown.  

  

Figure 10: Detected boundary of the segmented skin lesion 
superimposed onto the input, left, and comparison of the 
segmentation result with the ground truth, right, where 
white is used for True Positive pixels, red for False Positive 
pixels and green for False Negative pixels. 

3 EXPERIMENTAL RESULTS 

We have tested our method on the publicly available 
dataset of dermoscopic images ISIC (ISIC, 2016).  
ISIC is one of the largest archive of quality controlled 
dermoscopic images of skin lesions and is kept by the 
International Skin Imaging Collaboration (ISIC) with 
the aim of improving melanoma diagnosis. Every 
year the archive is updated by adding the ground truth 
images for the test images of the previous year 

challenge as well as a new set of images. The ISIC 
2016 database we have used for the experimental 
work of this paper includes images representative of 
both malignant and benign skin lesions. For each of 
these images, the ground truth is also available. 

3.1 Qualitative Evaluation 

The results of the proposed segmentation method can 
be seen in Figure 11, where some examples are 
shown. 

   
 

   
 

   
 

   
 

   

Figure 11: From top row to bottom row, results for images 
ISIC_0000014, ISIC_0000072, ISIC_0000101, 
ISIC_0005000, ISIC_0011298. Detected boundary of the 
segmented skin lesions superimposed on the input, left 
column, ground truth segmentation masks, middle column, 
detected skin lesions with False Positive pixels (red) and 
False Negative pixels (green), right column. 

The segmentation method may fail to identify 
accurately the skin lesion when the pre-processing 
phase has not been sufficient to clean properly the 
image. This is particularly the case as regards hair 
removal (see Figure 2). Moreover, for a limited 
number of cases the non-correct obtained result is 
intrinsically due to the fact that we base segmentation 
on saliency and for some images saliency is not 
adequate to extract the desired foreground. As an 
example, see Figure 12, where the highest saliency 
values are found in the background while saliency 
value within the skin lesion is extremely low.  
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Finally, we would like to point out that not all 
ground truth images are characterized by the same 
high level of detail. In fact, in some ground truth 
images the lesion’s boundary is delineated very 
accurately, which is typical of results obtained by an 
automatic segmentation software, while for other 
images the boundary is more roughly approximated, 
which is typical of segmentation manually achieved 
by the dermatologists. This justifies the fact that our 
results are sometime very close to the ground truth 
images, while sometimes differ more from those. 

  

Figure 12: Image ISIC_0001131, left, and the contrast 
saliency map, right. 

3.2 Quantitative Evaluation 

To evaluate the proposed method, we have used on 
ISIC 2016 the following measures, as defined in 
(Gutman et al., 2016): pixel-level accuracy (AC), 
sensitivity (SE), and specificity (SP), as well as Dice 
coefficient (DI) and Jaccard index (JA). The average 
value of these measures are: AC=0.910; SE=0.832; 
SP=0.958; DI=0.843; JA=0.760. 

Moreover, we have compared the performance of 
our method with that of classical saliency-based 
methods (Yang et al. 2013, Zhu et al. 2014, Cheng et 
al. 2015, Fan et al.2017) and with that of some more 
recent saliency-based methods specifically applied to 
dermoscopic images (Ahn et al. 2015, Ahn et al. 
2017, Fan et al. 2017, Hu et al. 2019) in terms of the 
measure used in all cited papers: the Dice coefficient 
(DI), defined as:  
ܫܦ										  = 	 2 ∗ ܶܲ2 ∗ ܶܲ + ܰܨ +  ܲܨ

 
where TP, FP, and FN denote True Positive, False 
Positive and False Negative pixels, respectively. The 
quantitative evaluation for the comparison with the 
other methods is given in Table 1, where the DI 
values have been taken from the cited papers or from 
(Ahn et al., 2017). 
 
 
 
 
 

Table 1: Average performance results on ISIC Dataset in 
terms of DI. 

Method DI 
Yang et al., 2013 0.807 
Zhu et al., 2014 0.804 
Ahn et al., 2015 0.740 
Cheng et al., 2015 0.697 
Ahn et al., 2017 0.834 
Fan et al., 2017 0.818 
Hu et al., 2019 0.824 
Proposed 0.843 

4 CONCLUSIONS 

In this paper, we have suggested a new method based 
on saliency and color to segment skin lesions in 
dermoscopic images. The method has a first phase 
devoted to image preparation, during which the 
computation burden of the segmentation process is 
lowered by reducing the size of the images as well as 
the number of colors. Since a problem severely 
affecting the correct detection of the lesion is the 
presence of hair on the skin, the image then undergoes 
a hair removal process, after which the saliency map 
is computed. The contrast of the map is increased and, 
by means of an iterate process, the Binary Mask 
including artifacts such as dark corners is built to 
work only on the portion of the image including the 
lesion and the surrounding skin. Color information is 
also taken into account to ascribe to the foreground 
pixels that during the saliency binarization are not 
detected as foreground pixels due to their saliency 
level that is lower than the threshold. These pixels are 
ascribed to the foreground provided that their colors 
satisfy specific conditions. Then, a further process 
effective in all cases in which the color transition 
from foreground to background is not sharp is done 
to identify among all background pixels those that can 
be assigned to the foreground. Morphological 
operations are applied to improve the shape of the 
foreground. The component with maximal area is 
selected and its convex hull is taken as the 
segmentation result. 

The method has been tested on a publicly 
available database providing satisfactory results. It 
has been evaluated both qualitatively, by comparing 
the results to the ground truth provided in the database, 
and quantitatively in terms of a commonly adopted 
measure. 

In the future investigations, there is room to 
improve in different directions this preliminary 
version of the proposed method based on saliency and 
color. In particular, the next step will be devoted to 
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extensive comparative studies with the existing 
methods and to a generalization of the method in 
order to make it robust also in presence of initially not 
removed artifacts. 
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