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#### Abstract

The Differential Evolution (DE) is a highly competitive numerical optimization algorithm, with a small number of control parameters. However, it is highly sensitive to the setting of these parameters, which inspired many researchers to develop adaptation strategies. One of them is the popular Success-History based Adaptation (SHA) mechanism, which significantly improves the DE performance. In this study, the focus is on the choice of the metaparameters of the SHA, namely the settings of the Lehmer mean coefficients for scaling factor and crossover rate memory cells update. The experiments are performed on the LSHADE algorithm and the Congress on Evolutionary Computation competition on numerical optimization functions set. The results demonstrate that for larger dimensions the SHA mechanism with modified Lehmer mean allows a significant improvement of the algorithm efficiency. The theoretical considerations of the generalized Lehmer mean could be also applied to other adaptive mechanisms.


## 1 INTRODUCTION

In recent decades the area of Evolutionary Computation (EC) has proposed various tools to solve complex optimization problems in different areas, including engineering, technical, financial, and many more. Most of these tools are based on various biologyinspired heuristic approaches, but mostly follow the evolutionary paradigm. The existing heuristic and metaheuristic algorithms differ in problem solution representation and operations used. One of the welldeveloped areas is the area of numerical optimization problems, in which certain success has been made by algorithms such as real-coded Genetic Algorithm (GA), Particle Swarm Optimization (PSO), Covariance Matrix Adaptation Evolutionary Strategy (CMA-ES) and Differential Evolution (DE).

The DE is known to be one of the most competitive approaches for all types of optimization problems

[^0]and since its development (Storn and Price, 1997) has received many attention from the research community due to its simplicity in implementation and only few control parameters. However, the choice of optimal parameter settings remains one of the main issues of modern DE variants development, according to (Das et al., 2016).

In (Al-Dabbagh et al., 2018) it is stated that one of the most efficient parameter adaptation schemes proposed for DE is the Success History based Adaptation, proposed in (Tanabe and Fukunaga, 2013). This adaptation mechanism was applied in one of the most competitive DE variants, such as SHADE, LSHADE, and their modifications. The SHA uses information about previously successful values of DE parameters to update the memory cells. To address the effect of bias caused by the fact that smaller scaling factor and crossover rate parameter values lead to more greedy search, the usage of Lehmer mean was proposed. Some aspects of structural bias in DE have been studied in (Caraffini et al., 2019). In this study, the generalized variant of Lehmer mean is considered, and the LSHADE variant is tested with various types of Lehmer mean implementations.

The rest of the paper is organized as follows: in section 2 the DE state of the art is described, with the main focus on the SHA mechanism, section 3 presents the modified Lehmer mean and theoretical insights, section 4 contains the experimental setup and results, as well as discussion, and section 5 concludes the paper.

## 2 SUCCESS HISTORY BASED DIFFERENTIAL EVOLUTION

The Differential Evolution was originally proposed by K. Price and R. Storn in (Storn and Price, 1997) for real-valued optimization problems solving. DE is a population-based algorithm, in which the population of $N P$ individuals is represented as $x_{i, j}$, where $i=1, \ldots, N P, j=1, \ldots, D$, where $D$ is the problem dimension. The goal is to minimize the function $f(X)$ with respect to bound constraints $\left[x \min _{j}\right.$, xmax $\left._{j}\right]$.

The DE starts by initializing the population randomly within the boundaries, and proceeds by performing mutation, crossover and selection (replacement) operations. The mutation operator is the key component of DE, which generates new mutant vector by combining the vectors from the population. There are several mutation strategies known, however, in this study the current - to - pbest strategy, introduced in JADE algorithm (Zhang and Sanderson, 2009), is applied:

$$
\begin{equation*}
v_{j}=x_{i, j}+F *\left(x_{p b, j}-x_{i, j}\right)+F *\left(x_{r 1, j}-x_{r 2, j}\right) \tag{1}
\end{equation*}
$$

where $F$ is the scaling factor, which is a parameter usually in range $[0,1]$. The $p b$ index is chosen from $p \%$ best individuals in the population, while $r 1$ and $r 2$ are chosen randomly from the population. Next, the crossover operation is performed, in which the trial vector is defined as

$$
u_{j}= \begin{cases}v_{j}, & \text { if } \operatorname{rand}(0,1)<C r \text { or } j=j r a n d \\ x_{i, j}, & \text { otherwise }\end{cases}
$$

where Cr is the crossover rate in range $[0,1]$, jrand is set to random index in $[1, D]$ and used to make sure that at least one variable is taken from the mutant vector. After this, the selection procedure is applied, and the newly generated trial vector $u$ replaces the target vector $x_{i}$ if it has at least as good fitness:

$$
x_{i, j}= \begin{cases}u_{j}, & \text { if } f\left(u_{j}\right) \leq f\left(x_{i, j}\right) \\ x_{i, j}, & \text { otherwise }\end{cases}
$$

The scaling factor $F$, crossover rate $C r$, as well as population size $N P$ are three main control parameters if DE. The SHADE algorithm (Tanabe and Fukunaga, 2013) improved the adaptation procedure in JADE (Zhang and Sanderson, 2009) by introducing several memory cells containing best known parameter values combinations, which were then used to generate new trial vectors. Initially there were $H$ memory cells, each containing a pair $M_{F}, M_{C} r$, which are set to 0.5 , and the current memory index $h$ was set to 1 . For each mutation and crossover the $F$ and Cr values were generated using Cachy distribution and normal distribution with scale parameter and standard deviation of 0.1 respectively:

$$
\left\{\begin{array}{l}
F=\operatorname{randc}\left(M_{F, h}, 0.1\right), \\
C r=\operatorname{randn}\left(M_{C r, h}, 0.1\right)
\end{array}\right.
$$

If the newly generated $F$ or $C r$ is outside the $[0,1]$ interval, then it is generated again until it satisfies this condition. During the selection step, if the trial vector was successful, i.e. better then target vector, the values of $F$ and $C r$ were stored in $S_{F}$ and $S_{C} r$, as well as the improvement value $\Delta f_{j}=\left|f(u)-f\left(x_{i}\right)\right|$. After the end of the generation, current $h$-th memory cell is updated using the weighted Lehmer mean:

$$
\begin{equation*}
\operatorname{mean}_{w L}(S)=\frac{\sum_{j=1}^{|S|} w_{j} S_{j}^{2}}{\sum_{j=1}^{|S|} w_{j} S_{j}} \tag{2}
\end{equation*}
$$

where $S$ is either $S_{F}$ or $S_{C} r$, and the weight value $w_{j}=\frac{\Delta f_{j}}{\sum_{k=1}^{S S} \Delta f_{k}}$. The index of memory cell $h$ is incremented every generation and set to 1 if $h=H$. The idea of using several memory cells is to provide more robust parameter adaptation, in which the fluctuations of $F$ and $C r$ would not influence the searh significantly. The SHA mechanism is sensitive not only to the improvement fact, but also to the value of the improvement, i.e. $\Delta f$.

## 3 GENERALIZED LEHMER MEAN FOR SUCCESS HISTORY ADAPTATION

Originally, the usage of Lehmer mean was proposed in JADE (Zhang and Sanderson, 2009) algorithm for the calculation of $F$ values only. In rJADE (Peng et al., 2009), the weighted procedure for $F$ calculation was proposed, where the $\Delta f_{j}$ values were used. Finally, in LSHADE (Tanabe and Fukunaga, 2014) the Lehmer mean was used for both $F$ and $C r$ calculation.

The generalized from of weighted Lehmer mean could be written as follows (Bullen, 2003):

$$
\begin{equation*}
\operatorname{mean}_{p, w}(X)=\frac{\sum_{j=1}^{|x|} w_{j} x_{j}^{p}}{\sum_{j=1}^{|x|} w_{j} x_{j}^{p-1}} \tag{3}
\end{equation*}
$$

From this equation it could be seen that weighted Lehmer means is a group of means, and by changing the $p$ parameter, other means cold be obtained. In particular, mean $_{0, w}(X)$ is the harmonic mean, mean $_{1, w}(X)$ is arithmetic mean, and mean ${ }_{2, w}(X)$ is also referred to as contraharmonic mean. Other means could be considered by changing the $p$ value, for example, Fig. 1 shows the means obtained by changing $p$ in range $[1,4]$ for x values uniformly distributed in $[0,1]$, all $w_{j}=1$.


Figure 1: Dependence of generalized Lehmer mean on $p$ parameter.

The biased Lehmer mean with large $p$ values could be helpful because it tends to generate larger $M_{F}$ and $M_{C} r$ values, which could be more preferable on a long-term search perspective. This happens because smaller $F$ and $C r$ result in more greedy search, i.e. for most functions it is easier to generate a solution close to the one at hand, which leads to local search-like process. To determine the optimal $p$ values, the next section contains experimental setup for algorithm performance comparison and results.

## 4 EXPERIMENTAL SETUP AND RESULTS

To evaluate the performance of LSHADE with different settings of generalized Lehmer mean, a series of experiments has been performed on the set of benchmark problems from the Congress on Evolutionary Computation (CEC) 2017 for single-objective realvalued bound-constrained optimization. The set of benchmark problems consists of 30 functions defined
for dimensions $10,30,50$ and 100 . The experiments were performed according to the competition rules, i.e. there were 51 independent run for every function, the total computation resource was set to 10000 D , and the best achieved fitness values were saved after NFE $=0.01,0.02,0.03,0.05,0.1,0.2,0.3,0.4,0.5,0.6,0.7$, $0.8,0.9$ and $1.0 N F E_{\max }$, where $N F E$ is current number of function evaluations, and $N F E_{\text {max }}$ is the total available resource. The CEC 2017 functions definition can be found in (Wu et al., 2016).

The LSHADE algorithm used the external archive with size $N P$, and index $r 2$ in current - to - pbest mutation strategy was generated from both population and the archive, according to (Tanabe and Fukunaga, 2014). The population size was set to $75 D^{\frac{2}{3}}, p$ parameter in current - to - pbest strategy equal to 0.17 .

To perform the comprehensive experiment, the LSHADE algorithm was tested with different values of $p$ in Lehmer mean for $F$ and Cr generation. The $p_{F}$ and $p_{C r}$ changed between 1 and 3.5 with step 0.25 , and the experiments were performed for dimensions 10,30 and 50 . The comparison was performed using two-tailed Mann-Whitney rank sum statistical test with tie-braking and significance level $p=0.01$ and Friedman ranking procedure. Figure 2, 3 and 4 show the Friedman ranking of different algorithms for 10 D , 30 D and 50 D respectively. The numbers in heatmap graphs represent the truncated to 0.1 precision final ranking.


Figure 2: Friedman test, $\mathrm{D}=10$.
The Friedman ranking procedure performed comparison between all 121 algorithm variants for each dimension. From Figures 2-4 it could be observed that the classical LSHADE setting with $p_{F}=2$ and $p_{C r}=2$ is not an optimal choice for all dimensions.


Figure 3: Friedman test, $\mathrm{D}=30$.


Figure 4: Friedman test, $D=50$.
Several other important conclusions could be done, for example, for higher dimensions larger $p_{F}$ are more preferable, probably because exploration properties of the DE are more beneficial in this case. For all dimensions the arithmetical mean, i.e. $p=1$ is one of the worst possible choices. As for the $p_{C r}$ values, the dependence on this parameter is not as significant, however, the growth of both $p_{F}$ and $p_{C r}$ could deliver good search properties.

Figures 5, 6 and 7 contain the Mann-Whitney test comparison between the case when $p_{F}=2$ and $p_{C r}=2$ and other cases. The numbers in heatmap graphs represent the total score, which was defined as the sum of wins $(+1)$, ties ( 0 ) and losses $(-1)$ of every algorithm compared to baseline variant.

The comparison in Figures 5-7 shows that for


Figure 5: Mann-Whitney test, $\mathrm{D}=10$.


Figure 6: Mann-Whitney test, $\mathrm{D}=30$.
$10 D$ some of the best variants are around $p_{F}=1.5$ and relatively large $p_{C r}$. For $30 D$ the best choice is $p_{F}=2.25$ and $p_{C r}=1.75$, where up to 7 significant improvements are found. For $50 D$, up to 17 improvements could be achieved with relatively large $p_{F}=3.0$ and large $p_{C r}=2.0$. From this, it can be concluded that larger dimensional problems require larger $F$ values to be set for a successful search process, while the Cr values are not so significant, although, the values around $p_{C r}=2.0$ appear to be a good choice in all cases.

As for 100 D problems, only a limited set of experiments has been performed due to computational complexity. The Mann-Whitney test comparison between baseline version of LSHADE and LSHADE with variable $p_{F}\left(\operatorname{LSHADE}-p_{F}\right)$ is presented in Ta-


Figure 7: Mann-Whitney test, $\mathrm{D}=50$.
ble 1. For comparison on $100 D$ the $p_{F}$ was set to 3.75 , and $p_{C r}=2.0$, for $10 D, 30 D$ and $50 D$ the values of $p_{F}$ were set to $1.5,2.25$ and 3.0 respectively, with the same $p_{C r}$ value. Here 1 means that LSHADE- $p_{F}$ was better for particular function, -1 means that it was worse, and 0 means that there were no significant difference.

The results in Table 1 show that the effect on the DE performance is observed mostly for $50 D$ and 100 D . As for different functions, there were improvements for f 5 and f 8 , as well as for f 11 and f 12 , also for $\mathrm{f} 1, \mathrm{f} 2$, f6, f15, f18, f19, f23, f25, f26 and f27. These functions have different properties, so it can be concluded that changing the Lehmer mean calculation procedure is beneficial in many scenarios.

For an additional set of experiments, one of the best state-of-the-art LSHADE versions, namely LSHADE-RSP (Stanovov et al., 2018) has been chosen. LSHADE-RSP was ranked 2nd in CEC 2018 competition on bound-constrained numerical optimization, and the best among DE variants participated. LSHADE-RSP used rank-based selective pressure, and a number of parameter adaptations taken from the jSO algorithm presented in (Brest et al., 2017). LSHADE-RSP was modified to have the same changing $p_{F}$ parameter as described above, resulting in LSHADE-RSP- $p_{F}$ algorithm.

Although for $10 D$ and $30 D$ the LSHADE-RSP$p_{F}$ does not show any significant difference in performance, for larger dimensions the change in mean calculation leads to several significant improvements. For $50 D$, only for f 7 there was a performance loss, while for 7 other functions improvements were found. For $100 D$, the convergence of could be slower on simpler problems, such as f1-f3, however, more complex

Table 1: Mann-Whitney Statistical test results for LSHADE and LSHADE- $p_{F}$.

| Func | $\mathrm{D}=10$ | $\mathrm{D}=30$ | $\mathrm{D}=50$ | $\mathrm{D}=100$ |
| :---: | :---: | :---: | :---: | :---: |
| f 1 | 0 | 0 | 1 | 1 |
| f2 | 0 | 0 | 1 | 1 |
| f3 | 0 | 0 | 0 | -1 |
| f4 | 0 | 0 | 0 | 1 |
| f5 | 0 | 1 | 1 | 1 |
| f6 | 0 | 0 | 1 | 1 |
| f7 | 1 | 0 | 1 | -1 |
| f8 | 0 | 1 | 1 | 1 |
| f9 | 0 | 0 | 0 | 0 |
| f10 | 0 | 0 | 0 | -1 |
| f11 | 0 | 1 | 1 | 1 |
| f12 | 0 | 1 | 1 | 1 |
| f13 | 0 | 0 | 0 | 1 |
| f14 | 0 | 0 | 0 | 1 |
| f15 | 0 | 0 | 1 | 1 |
| f16 | 0 | 0 | 0 | -1 |
| f17 | 0 | 0 | 0 | 0 |
| f18 | 0 | 0 | 1 | 1 |
| f19 | 0 | 0 | 1 | 1 |
| f20 | 0 | 0 | -1 | -1 |
| f21 | 0 | 0 | 1 | 1 |
| f22 | 0 | 0 | 0 | -1 |
| f23 | 1 | 0 | 1 | 1 |
| f24 | 0 | 0 | 0 | 1 |
| f25 | 0 | 0 | 1 | 1 |
| f26 | 0 | 0 | 1 | 1 |
| f27 | 0 | 0 | 1 | 1 |
| f28 | 0 | 0 | 1 | 0 |
| f29 | 0 | 0 | 1 | 0 |
| f30 | 0 | 0 | 0 | 1 |
| Total | 1 | 4 | 17 | 14 |

problems are solved better, with up to 13 significant improvements from 30. The graphs demonstrating the convergence process for all functions and dimensions 50 and 100 are presented in the appendix. From these graphs it can be seen that LSHADE-RSP- $p_{F}$ converges slower due to larger $F$ values and higher exploration capabilities, however eventually it gets better solutions.

## 5 CONCLUSIONS

In is paper the generalized Lehmer mean was proposed for calculation of control parameters in Differential Evolution adaptation process. The generalized mean formulation allows different types of mean calculation to be presented in a single equation with one control parameter. The performed experiments have shown that using larger $p$ parameter in Lehmer

Table 2: Mann-Whitney Statistical test results for LSHADE-RSP and LSHADE-RSP- $p_{F}$.

| Func | $\mathrm{D}=10$ | $\mathrm{D}=30$ | $\mathrm{D}=50$ | $\mathrm{D}=100$ |
| :---: | :---: | :---: | :---: | :---: |
| f 1 | 0 | 0 | 0 | -1 |
| f 2 | 0 | 0 | 0 | -1 |
| f 3 | 0 | 0 | 0 | -1 |
| f4 | 0 | 0 | 0 | 0 |
| f5 | 0 | 0 | 0 | 0 |
| f6 | 0 | 0 | 0 | 1 |
| f7 | 0 | 0 | -1 | 0 |
| f8 | 0 | 0 | 0 | 0 |
| f9 | 0 | 0 | 0 | 0 |
| f10 | 0 | 0 | 0 | -1 |
| f11 | 0 | 0 | 1 | 1 |
| f12 | 0 | 0 | 1 | 1 |
| f13 | 0 | 0 | 0 | 1 |
| f14 | 0 | 0 | 0 | 1 |
| f15 | 0 | 0 | 1 | 1 |
| f16 | 0 | 0 | 0 | 0 |
| f17 | 0 | 0 | 0 | 0 |
| f18 | 0 | 0 | 1 | 1 |
| f19 | 0 | 0 | 1 | 1 |
| f20 | 0 | 0 | 0 | 0 |
| f21 | 0 | 0 | 0 | 0 |
| f22 | 0 | 0 | 0 | -1 |
| f23 | 0 | 0 | 0 | 1 |
| f24 | 0 | 0 | 0 | 1 |
| f25 | 0 | 0 | 0 | 0 |
| f26 | 0 | 0 | 1 | 1 |
| f27 | 0 | 0 | 1 | 0 |
| f28 | 0 | 0 | 0 | 1 |
| f29 | 0 | 0 | 0 | 0 |
| f30 | 0 | 0 | 0 | 1 |
| Total | 0 | 0 | 6 | 8 |

mean leads to an improvement in the search properties of DE, especially for larger dimensions. For the LSHADE algorithm there were up to 17 significant improvements according to Mann-Whitney statistical tests for 50 D and up to 14 improvements for $100 D$. It was shown that a simple heuristic rule which increases the $p$ parameter for scaling factor $F$ calculation with the growth of the problem dimension may improve even some of the best state-of-the-art DE variants, like LSHADE-RSP. Although the presented generalization of Lehmer mean was shown be efficient, some other mean formulation could be considered and tested.
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## APPENDIX



Figure 8: Convergence of LSHADE-RSP and LSHADE-RSP- $p_{F}, \mathrm{D}=50$.


Figure 9: Convergence of LSHADE-RSP and LSHADE-RSP- $p_{F}, \mathrm{D}=100$.
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