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Abstract: We introduce a methodology for opinion mining based on recent approaches for natural language 

processing and machine learning. To select and rank the relevant opinions, decision making based on 

weighted description logics is introduced. Therefore, we propose an architecture called OMA (Opinion 

Mining Architecture) that integrates these approaches of our methodology in a common framework. First 

results of a study on opinion mining with OMA in the financial sector are presented. 

1 INTRODUCTION 

The work reported is part of the project OMA 

aiming at the development of an opinion mining and 

evaluation system for real-world domains. The 

methodological challenge is two-fold. The opinion 

mining task is that the textual sources must be pre-

processed and analysed as well as the opinion 

evaluation task is to put the opinions in an order.  

To address these problems, we concentrate on 

foundations of Natural Language Processing (NLP) 

in combination with machine Learning (ML) (Sun, 

Luo and Chen, 2017) and on Weighted Description 

Logics, an extension of “classical” Description 

Logics (DL) with utility theory for the calculation of 

quantitative preference relations (Acar et al., 2017). 

Hence, we combine these techniques in a common 

architecture, called the Opinion Mining Architecture 

(OMA). In addition, we present data from a first 

empirical evaluation of OMA. Qualitative measures 

are the subject of future research to focus more on 

validity and causality of sentiments. 

2 OPINION MINING 

2.1 Opinion and Opinion Mining 

Usually, the term opinion is defined as “the personal 

view that someone has about something” 

(Dictionary, 2002). Formally, an opinion is defined 

as follows (Liu, 2012):  (𝑒𝑖 , 𝑎𝑖𝑗 , ℎ𝑘, 𝑡𝑙 , 𝑠𝑖𝑗𝑘𝑙), where 

𝑒𝑖 denotes the 𝑖th entity, 𝑎𝑖𝑗 the 𝑗th aspect of the 𝑖th 

entity, ℎ𝑘 the 𝑘th opinion holder, 𝑡𝑙 the time when 

the opinion is expressed, 𝑠𝑖𝑗𝑘𝑙 the opinion towards 

the 𝑗th aspect of the 𝑖th entity from opinion holder 

ℎ𝑘 at time 𝑡𝑙.  

For example, in “The screen of this tablet is 

good”, the components 𝑒𝑖, 𝑎𝑖𝑗  and 𝑠𝑖𝑗𝑘𝑙  can be 

identified: screen is an aspect of the entity tablet. 

Additionally, a positive sentiment is expressed. 

ℎ𝑘  and 𝑡𝑙 are not given, that is, the five components 

are not always necessary to express an opinion.  

To perform opinion mining, machine learning 

approaches are meaningful. Classifiers are used and 

are trained with known texts to identify their 

sentiment orientation. For the task of identifying the 

opinion holder, detecting opinion expressions, and 

identifying the target or aspect of the opinion, 

corpora with annotated opinion or sentiment scores 

are necessary but difficult to get.  

In contrast, lexicon approaches identify the 

sentiment of text purely without a training set 

according to given sentiment lexicons. A sentiment 

lexicon is a dictionary of sentiment words and 

phrases, contains a sentiment orientation and a 

strength for each sentiment entry, which is expressed 

through a sentiment score. Lexicons use less 

resources, because they don’t use annotated corpora. 

In addition, such a sentiment lexicon can be 
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integrated into machine learning approaches. Thus, 

performance can be significantly increased.  

2.2 Natural Language Processing 

To perform opinion mining the reviewed texts must 

be pre-processed. For this purpose, the following 

processes are usually carried out for structuring the 

text and for extracting features:  

Tokenization decomposes a sentence or 

document into tokens. Tokens represents words or 

phrases. For English or German, the decomposition 

of words is easy with spaces, but some additional 

expertise should be kept in mind, such as opinion 

phrases and named entities. Words, such as “the”, 

“a” only provide little information. Thus, 

tokenization must remove these words, which are 

called stop words.  

POS tagging is a technique that analyses the 

lexical information of a word for determining their 

POS tag (e.g. adjective or noun). POS tagging is a 

so-called sequential labelling problem. Conditional 

Random Fields (CRFs) (Lafferty, McCallum and 

Pereira, 2001) and Markov models (Sutton and 

McCallum, 2011) are applied to this problem. On 

the one hand, adjectives can represent opinion 

words. On the other hand, entities and aspects of 

opinion mining can be expressed with nouns or 

combination of nouns.  

Parsing is a technique that provides syntactic 

information. Among other things, it analyses the 

grammatical structures of a given sentence and 

generates a tree with the corresponding relationship 

of different so-called constituents as “a group of 

words treated by a syntactic rule as a unit” (Carnie, 

2010). Unlike POS tagging, parsing determines 

richer structural information. It can be used 

especially for fine-grained opinion mining  (Socher, 

Bauer and Manning, 2013).  

2.3 Machine Learning  

For opinion mining gaining features from texts is 

important. Thus, text features are discussed, 

including n-gram features with weighting schemes, 

syntactic features and semantic features. 

An n-gram is a set of n adjacent items. 

Additionally, the number of times an item appears in 

the text is denoted. In opinion mining, double-digit 

weights of unigram and bigram are widely accepted. 

Instead of binary weights, other schemes can be used 

(Paltoglou and Thelwall, 2010).  

Syntactic features include POS tags and 

syntactic information. These features either build up 

a feature space for machine learning approaches 

(Joshi and Penstein-Rosé, 2009), or generate rules 

for e.g. entities and aspects in fine-grained opinion 

mining (Gindl, Weichselbraun and Scharl, 2013).  

Semantic features are conjunctions which 

specifies negation, increase, and decrease of a 

sentiment. Negation turns the sentiment orientation 

into the opposite. Increase and decrease also 

influence the strength of sentiment, respectively, are 

useful for opinion mining (Taboada et al., 2011). 

Opinion mining is usually divided into three 

levels: document level, sentence level, and fine-

grained level. The task of the document level 

opinion mining determines sentiment orientation of 

an entire document. The objective of the document 

level opinion mining is identifying the 𝑠𝑖𝑗𝑘𝑙  in 

(𝑒𝑖 , 𝑎𝑖𝑗 , ℎ𝑘 , 𝑡𝑙, 𝑠𝑖𝑗𝑘𝑙). Recent techniques for document 

level opinion mining are among others: 

Supervised approaches: Usual classifiers in 

machine learning, such as a Naïve Bayes or Support 

Vector Machines, are used. The features considered 

are, among others, n-gram, POS tags, position 

information (Pang, Lee and Vaithyanathan, 2002) 

and semantic features (Kennedy and Inkpen, 2006).  

Probabilistic generative models: Generative 

models such as joint sentiment topic model (Lin and 

He, 2009) are proposed which use a Markov chain. 

Unsupervised lexicon-based approaches: 

Averaged sentiment orientation is used to suggest 

the overall sentiment orientation of an entire 

document (Turney, 2002). To improve the results 

e.g. discourse structure-based weighting scheme 

(Bhatia, Ji and Eisenstein, 2015) are proposed. 

In opinion mining at the sentence level, 

sentiment orientation is determined for each 

sentence in the document. However, not all the 

detailed information of opinions is collected such as 

opinion target and opinion holder. For example, 

“The screen of this tablet is good.” expresses a 

positive sentiment orientation to aspect “screen” of 

entity “tablet”. Recent techniques for sentence level 

opinion mining are among others: 

Supervised approaches: Again, Naïve Bayes 

classifiers are used to determine subjectivity of 

sentences (Yu and Hatzivassiloglou, 2003) and 

CRFs for the dependencies between sentences (Yang 

and Cardie, 2015).  

Unsupervised approaches: For subjectivity 

classification in sentences graph-based (Pang and 

Lee, 2004), as well as lexicon-based approaches 

(Kim and Hovy, 2004) exists. 

The problems with the fine-grained level opinion 

mining can’t be traced with traditional classification 

techniques. Several variations are suggested 



 

including aspect level opinion mining  (Cambria et 

al., 2013) that aims to discover aspects or entities of 

opinion mining and the corresponding sentiment 

orientation. Thus, it is split into two sub-tasks: 

opinion target extraction and sentiment 

classification. Recent techniques for fine-grained 

level opinion mining are: 

Unsupervised approaches: Association mining 

algorithm for aspect detection and linguistic 

knowledge (Popescu, 2005) and part-whole patterns 

(Zhang et al., 2010) are considered. For aspects 

extraction (Qiu et al., 2009) propose propagation 

algorithms. Additionally, rule-based methods are 

also suitable (Gindl, Weichselbraun and Scharl, 

2013).  

Probabilistic generative models: For aspects 

detection (Brody and Elhadad, 2010) and sentiment 

detection (Lazaridou, Titov and Sporleder, 2013) so 

called Latent Dirichlet Allocation (LDA) topic 

models are adopted. 

2.4 Comparative Opinion Mining 

A comparative opinion is defined as a relationship of 

similarities or differences between two entities. 

Comparative opinion mining takes these entities and 

preferences of opinion holders into account. From 

comparative sentences, compared entities, 

comparative words and aspects can be extracted. For 

instance, in “Tablet X’s screen is better than tablet 

Y.”, “tablet X” and “tablet Y” are the compared 

entities, “better” is the comparative word and 

“screen” is the compared aspect. Because the word 

“better” expresses the preference, “tablet X” is 

preferred. However, many comparative words, e.g., 

“longer”, express different positive or negative 

sentiment orientations in different contexts. 

A rule-based method for this kind of sentence 

decomposes this problem into two sub-tasks (Jindal 

and Liu, 2006): comparative sentence identification 

and comparative relation extraction. Class 

Sequential Rules (CSRs) with class labels (i.e., 

“comparative” or “noncomparative”) and Label 

Sequential Rules (LSRs) applied on comparative 

sentences help solving these tasks, respectively.  

Another method divides comparative sentences 

into two categories: opinionated comparatives and 

comparatives with context-dependent opinions 

(Ganapathibhotla and Liu, 2008). In the first case, 

comparative words are used. In the second, external 

information is needed.  

3 DECISION MAKING  

3.1 Preference and Utility 

Preferences are an important variable in the study of 

decisions such as in mathematical economics, social 

choice theory and opinion mining. To keep it simple 

in the beginning preferences will be “modelled as a 

binary relation over the set of choices” (Kaci, 2011). 

A set of choices for a rational agent as homo 

oeconomicus (Mill, 1836) which has the preference 

relation ≻ are named 𝒞 and 𝑐1  ≽ 𝑐2 is read “𝑐1 is at 

least as good as 𝑐2” where 𝑐1, 𝑐2 ∈ 𝒞. Furthermore, 

at ≽ is a complete, reflexive and transitive relation. 

There are two preference relations for ≽: 

 for any 𝑐, 𝑐’ ∈ 𝒞, 𝑐 ≻ 𝑐’     iff     
𝑐 ≽ 𝑐’ and 𝑐′ ⋡ 𝑐                (Strict preference) 

This is read: 𝑐 is better than 𝑐’. 
 for any 𝑐, 𝑐’ ∈ 𝒞,   𝑐 ∼ 𝑐’    iff     

𝑐 ≽ 𝑐’ and 𝑐′ ≽ 𝑐                 (Indifference) 

This is read: the agent is indifferent between 𝑐 

and 𝑐’.  

A utility function 𝑢 maps a choice to a real 

number representing the degree of request. The 

representation theorems formally are defined as 

follows (Fishburn, 1969): 

Given the choices 𝑐, 𝑐′ ∈ 𝒞 a utility function, 

𝑢: 𝒞 →  ℝ represents 

 ≽  if      𝑐 ≽ 𝑐’   iff      𝑢(𝑐)  ≥ 𝑢(𝑐’) 

≻  if      𝑐 ≻ 𝑐’   iff      𝑢(𝑐) > 𝑢(𝑐’) 

∼  if      𝑐 ∼ 𝑐’   iff      𝑢(𝑐) = 𝑢(𝑐’) 

For instance, if 𝑢(ℎ𝑖𝑔ℎ_𝑝𝑟𝑖𝑐𝑒) = 20 and 

𝑢(𝑙𝑜𝑤_𝑝𝑟𝑖𝑐𝑒) = 5, this leads to ℎ𝑖𝑔ℎ_𝑝𝑟𝑖𝑐𝑒 ≻
𝑙𝑜𝑤_𝑝𝑟𝑖𝑐𝑒 since 5 < 20. This means, the choices 
𝑙𝑜𝑤_𝑝𝑟𝑖𝑐𝑒 and ℎ𝑖𝑔ℎ_𝑝𝑟𝑖𝑐𝑒 are values of a single 

attribute 𝑝𝑟𝑖𝑐𝑒 (Acar et al., 2017). 
Normally, due to framing or irrationality e.g. 

decisions are more complex (Tversky and 

Kahneman, 1981). Therefore, choices are formalized 

as values or elements of attributes. For instance, if 

we will buy a car, not only the price will be of 

interest, but also its colour, and even more. 

Formally, the set of attributes is denoted by 𝒳. 

Then, 𝑋𝑖 ∈ 𝒳 refer to a specific attribute in 𝒳 where 

𝑖 ∈  {1, . . . , |𝒳|}. With these preliminaries, we can 

formalize the set of choices made by the cartesian 

product over the set of attributes. This set of choices 

is denoted by Ω where Ω = 𝑋1 × … ×  𝑋𝑛. Now, the 

utility function 𝑢 has been expanded: 𝑢 ∶ 𝛺 →  ℝ is 

the (multi-attribute) utility function which represents 

≽ iff 
   ∀(𝑥1, . . . , 𝑥𝑛), (𝑦1, . . . ,  𝑦𝑛) ∈ 𝛺,  



 

(𝑥1, . . . , 𝑥𝑛) ≽ (𝑦1, . . . ,  𝑦𝑛)   iff    
        𝑢(𝑥1, . . . , 𝑥𝑛) ≥ 𝑢(𝑦1 , . . . ,  𝑦𝑛)     

The size of the 𝛺 is 2|𝒳|, the assumption that u is 

additive helps to significantly reduce the complexity. 

A typical additive function is  

𝑢(𝑥1, . . . , 𝑥𝑛) = 𝑢(𝑥1) + . . . + (𝑥𝑛)    (Additivity) 

where (𝑥1, . . . , 𝑥𝑛) ∈ 𝛺.  

Now, we can formulate an optimization task, 

namely that a rational agent should make the choice 

with the maximum utility: 

𝑂𝑝𝑡(𝒞) ∶=  arg max
𝑐∈𝒞

𝑢(𝑐)         (Optimal choice) 

where 𝑂𝑝𝑡(𝒞) matches to maximal elements in 𝒞 

with respect to the utility function 𝑢 (and therefore 

means w.r.t. the preference relation ≽). 

3.2 Description Logics 

The signatures of description logics (Baader et al., 

2003) can be given as a triple (𝑁𝐶 , 𝑁𝑅 , 𝑁𝐼), where 𝑁𝐶  

denotes the set of atomic concepts, 𝑁𝑅 the set of role 

names and 𝑁𝐼 the set of atomic individuals. 

We denote concepts or classes by 𝐶 and 𝐷, roles 

by 𝑅 and 𝑆, and individuals as 𝑎 and 𝑏. Concept 

descriptions are defined in a common way from 𝑁𝐶  

as ¬𝐶, 𝐶 ⊓ 𝐷, and 𝐶 ⊔ 𝐷 if 𝐶 and 𝐷 are concept 

descriptions. Further, ∃𝑟. 𝐶 and ∀𝑟. 𝐶 exist if 𝑟 ∈ 𝑁𝑅  

and 𝐶 is a concept description. The top concept ⊤ is 

an abbreviation for 𝐶 ⊔ ¬𝐶 and ⊥ for ¬⊤.  

For the semantic we need an interpretation for 

the presented syntax. An interpretation is a pair ℐ ∶=
 (𝛥ℐ ,∙ℐ) where the domain 𝛥ℐ is a set that can’t be 

empty, and ∙ℐ is a so-called interpretation function. 

This function maps to every concept name 𝐶 a set 

𝐶ℐ ⊆ 𝛥ℐ and to every role name 𝑅 a binary relation 

𝑅ℐ ⊆ 𝛥ℐ  ×  𝛥ℐ. The function also defines: 

   (¬𝐶)ℐ ≔ 𝛥ℐ\𝐶ℐ          (𝐶 ⊓ 𝐷)ℐ ∶=  𝐶ℐ ∩ 𝐷ℐ 

(𝐶 ⊔ 𝐷)ℐ ∶=  𝐶ℐ ∪ 𝐷ℐ      (𝐶 ⊑ 𝐷)ℐ ∶=  𝐶ℐ ⊆ 𝐷ℐ 

(∃𝑟. 𝐶)ℐ ≔ {𝑎 ∈ 𝛥ℐ  | exists 𝑏, (𝑎, 𝑏) ∈ 𝑟ℐ , 𝑏 ∈ 𝐶ℐ} 

(∀𝑟. 𝐶)ℐ ≔ {𝑎 ∈ 𝛥ℐ| for all 𝑏, (𝑎, 𝑏) ∈ 𝑟ℐ → 𝑏 ∈ 𝐶ℐ} 
 

In DLs, we distinguish between terminological 
knowledge (so-called TBox) and assertional 

knowledge (so-called ABox). A TBox is a set of 

concept inclusions 𝐶 ⊑ 𝐷 which has the semantics 

𝐶ℐ ⊆ 𝐷ℐ  and a concept definition is 𝐶 ≡ 𝐷 if 𝐶 ⊑
𝐷 and 𝐷 ⊑ 𝐶. An ABox is a set of concept 

assertions 𝐶(𝑎) where 𝑎 ∈ 𝑁𝐼   and 𝐶(𝑎)ℐ ∶= 𝑎ℐ ∈
𝐶ℐ, as well as role assertions 𝑅(𝑎, 𝑏) where (𝑎, 𝑏) ∈
𝑁𝐼  ×  𝑁𝐼  and 𝑅(𝑎, 𝑏)ℐ ∶= (𝑎ℐ , 𝑏ℐ)  ∈  𝑅ℐ.  

In the following we will consider only a 

coherent TBox 𝒯. This means that all concepts in 𝒯 

are satisfiable. The usual interpretation function is 

used for the notion satisfiable (Baader et al., 2003) 

and write 𝒯 ⊨ 𝐶. We say that an ABox 𝒜 entails an 

assertion α (and write 𝒜 ⊨ 𝛼), if every model of 𝒜 

also satisfies 𝛼. An ABox 𝒜 is called consistent 

with a TBox 𝒯 if there exists an interpretation ℐ that 
satisfies 𝒯 and 𝒜. We then call the pair 𝒦 ≔ 〈𝒯, 𝒜〉 

a knowledge base. Further, 𝒦 is satisfiable if 𝒜 is 

consistent w.r.t. 𝒯. In the remainder, we will use the 

instance check. Thus, for a knowledge base 𝒦 and 

an assertion 𝛼, one can check whether 𝒜 ⊨ 𝛼 holds. 

A concrete domain 𝒟 is defined as a pair 

(𝛥𝒟, 𝑝𝑟𝑒𝑑(𝒟)). 𝛥𝒟  is the domain of 𝒟 and pred(𝒟) 

is the set of predicate names of 𝒟. The following 

assumptions have been applied: 𝛥ℐ ∩ 𝛥𝒟 = ∅ and 

for each 𝑃 ∈ 𝑝𝑟𝑒𝑑(𝒟) with arity n there is 𝑃𝒟 ⊆
(𝛥𝒟)𝑛. According to (Baader et al., 2003), functional 

roles are denoted with lower case letters, for 

example with 𝑟. In description logics with concrete 

domains, 𝑁𝑅 is partitioned into a set of functional 

roles and one of ordinary roles. A role 𝑟 is functional 
if for every (𝑥, 𝑦) ∈ 𝑟 and (𝑤, 𝑧) ∈ 𝑟 it is necessary 

that 𝑥 = 𝑤 ⇒ 𝑦 = 𝑧. Functional roles are explained 

as partial functions from 𝛥ℐ to 𝛥ℐ  ×  𝛥𝒟. A concrete 

domain is closed under negation (denoted by 𝑃̅). For 

this reason, a logical formula can be calculated 

which are in the so-called negation normal form 

(NNF). A formula is in NNF when the negation 

operators are only used between atomic statements. 

3.3 Weighted Description Logics 

We will introduce an ontological approach to 

decision making. This approach can be considered 

as a generic framework, the so-called DL decision 

base (Acar et al., 2017). We use an a priori 

preference relation over attributes (called the 

ontological classes). Thereby, an a posteriori 

preference relation over choices (called ontological 

individuals) can be derived. Formally, a priori utility 

function 𝑈 over 𝒳 (the set of attributes) is defined 

(𝑈: 𝒳 → ℝ). Additionally, a utility function u 

defined over choices, which uses logical entailment, 

extends the utility function U to the subset of 

attributes. The utility function u was used because a 

choice was defined as an individual and its outcome 

as a set of concepts. Another reason is that 𝑈 can 

take various forms, e.g., 𝑚𝑎𝑥, 𝑚𝑒𝑎𝑛. Modelling 

attributes has two steps:   

1. Each attribute is modelled by a concept.  

2. For every value of an attribute a new 

(sub)concept has been introduced. 

 



 

For instance, if colour is an attribute to be 

modelled, it is simply represented by the concept 

𝐶𝑜𝑙𝑜𝑢𝑟 (i.e., 𝐶𝑜𝑙𝑜𝑢𝑟 ∈ 𝒳). A colour can be 

regarded as a value, as if it were a concept of its 

own. If blue is a value of the attribute colour, the 

attribute set 𝒳 is simply extended by adding the 

concept Blue, as a sub-concept of 𝐶𝑜𝑙𝑜𝑢𝑟. It should 

be noted, that an axiom has been introduced to 

guarantee the disjointedness. (e.g. 𝑅𝑒𝑑 ⊑  ¬𝐵𝑙𝑢𝑒) 

and that this procedure results in a binary term 

vector for 𝒳, because an individual c (as a choice) is 

either a member of the concept 𝒳 or not. 

Given a total preference relation (i.e., ≽𝒳) over 

an ordered set of not necessarily atomic attributes 𝒳, 

and a function 𝑈: 𝒳 → ℝ that represents ≽ (i.e., 

𝑈(𝑋1) ≥  𝑈(𝑋2) iff  𝑋1  ≽𝒳  𝑋2 for 𝑋1, 𝑋2 ∈ 𝒳). The 

function 𝑈 asigns an a priori weight to each concept 

𝑋 ∈ 𝒳. Therefore, one can say, that “𝑈 makes the 

description logic weighted”.  The utility of a concept 

𝑋 ∈ 𝒳 is denoted by 𝑈(𝑋). The following applies: 

The greater the utility of an attribute the more the 

attribute is preferable. Furthermore, the attribute set 

𝒳 can be divided into two subsets: 

 desirable denotes the set of attributes with 

non-negative weights, denoted 𝒳+, and  

 undesirable 𝒳−, i.e., 𝑋 ∈ 𝒳  iff  𝑈(𝑋) ≥
0 and 𝒳 = 𝒳+ ∪ 𝒳− with 𝒳+ ∩ 𝒳− = ∅ 

 

This means that any attribute that is not in 𝒳+ 

(not desirable) must lie in 𝒳− and is therefore 

undesirable. In addition, it should be noted that an 

attribute with weight zero can be interpreted as 

desirable with no utility. 

As mentioned above, a choice is an individual 

𝑐 ∈ 𝑁𝐼. 𝒞 denotes the finite set of choices. To 

determine a preference relation (a posteriori) over 𝒞 

(i.e., ≽𝒞), which respects ≽𝒳 , a utility function 

𝑢(𝑐) ∈ ℝ is introduced. 𝑢(𝑐) indicates the utility of 

a choice 𝑐 relative to the attribute set 𝒳. Also, a 

utility function 𝑈 over attributes as an aggregator is 

introduced. For simplicity, the symbol ≽ is used for 

both choices and attributes whenever it is evident 

from the context.  

The 𝜎-utility is a particular 𝑢 and is defined as 

𝑢𝜎(𝑐) ≔  ∑{𝑈(𝑋) | 𝑋 ∈ 𝒳 and 𝒦 ⊨ 𝑋(𝑐)} and is 

called the sigma utility of a choice 𝑐 ∈ 𝒞 . 
𝑢𝜎 triggers a preference relation over 𝒞 i.e., 

𝑢𝜎(𝑐1) ≥ 𝑢𝜎(𝑐2) iff 𝑐1 ≽ 𝑐2. Each choice 

corresponds to a set of attributes, which is logically 

entailed e.g., 𝒦 ⊨ 𝑋(𝑐). Due to the criterion 

Additivity, each selection 𝑐 corresponds to a result. 

Putting things (DL, 𝑈 and 𝑢) together, a generic 

UBox (so-called Utility Box) is defined as a pair 𝒰 ∶
= (𝑢𝜎 , 𝑈), where 𝑈 is a utility function over 𝒳 and 

𝑢 is the utility function over 𝒞. Also, a decision base 

can be defined as a triple 𝐷 = (𝒦, 𝒞, 𝒰) where 𝒦 ≔
〈𝒯, 𝒜〉 is a consistent knowledge base, 𝒯 is a TBox 

and 𝒜 is an ABox, 𝒞 ⊆ 𝑁𝐼 is the set of choices, and 

𝒰 = (𝑢, 𝑈) is an UBox. Note: 𝒦 provides 

assertional information about the choices and 

terminological information about the agent ability to 

reason over choices.  

Example:  

We want to buy a tablet computer. Two alternatives 

are considered, which fit the original purpose. The 

buyer’s decision base (𝒯, 𝒜, choices 𝒞 =
{𝑡𝑎𝑏1, 𝑡𝑎𝑏2}, and attributes mentioned in 𝒰) are 

given. The language uses discrete domains. The 

domain 𝑡𝑎𝑏𝑙𝑒𝑡 is used and 𝛥𝑡𝑎𝑏𝑙𝑒𝑡 ≔ 𝛥€ ∪ 𝛥𝑔 with 

𝛥€ ∩ 𝛥𝑔 = ∅ and  𝑝𝑟𝑒𝑑(𝑇𝑎𝑏𝑙𝑒𝑡) ≔ 𝑝𝑟𝑒𝑑(€) ∪
𝑝𝑟𝑒𝑑(𝑔). The partition 𝛥€ of domain 𝛥𝑡𝑎𝑏𝑙𝑒𝑡  is  

   𝛥€ ∶= {𝑖 € | 𝑖 ∈ 𝕊 ⊂ ℚ} and 

   𝑝𝑟𝑒𝑑(€) ≔ {<€, >€, ≤€, ≥€, =€, ≠€} with     

         (<€)€(𝑥, 𝑦) = {(𝑥, 𝑦) ∈  𝛥€ × 𝛥€  |  
          𝑖, 𝑗 ∈ 𝕊 with 𝑥 ∶= 𝑖€ and 𝑦 𝑗€ such that 𝑖 < 𝑗}. 

Further predicates are defined similar. Note: 

𝑝𝑟𝑒𝑑(€) is closed under negation. This means that 

we can invert the predicates in an obvious way like 

<€̅̅ ̅̅ (𝑥, 𝑦) =  ≥€ (𝑥, 𝑦). The other partition is 

defined as follows: 𝛥𝑔 ∶= {𝑖 𝑔 | 𝑖 ∈ 𝕊+{0}}. The 

remaining predicate names and functional roles are 

also defined (basic predicate names and functional 

roles like 𝑇𝑎𝑏𝑙𝑒𝑡ℐ ⊆ 𝛥ℐ are not given here): 

𝒯 = {𝐼𝑛𝑒𝑥𝑝𝑒𝑛𝑠𝑖𝑣𝑒𝑇𝑎𝑏𝑙𝑒𝑡 ⊑ 𝑇𝑎𝑏𝑙𝑒𝑡, 
     𝐸𝑥𝑝𝑒𝑛𝑠𝑖𝑣𝑒𝑇𝑎𝑏𝑙𝑒𝑡 ⊑ 𝑇𝑎𝑏𝑙𝑒𝑡, 
     𝐸𝑥𝑝𝑒𝑛𝑠𝑖𝑣𝑒𝑇𝑎𝑏𝑙𝑒𝑡 ⊓ 𝐼𝑛𝑒𝑥𝑝𝑒𝑛𝑠𝑖𝑣𝑒𝑇𝑎𝑏𝑙𝑒𝑡 ⊑ ⊥,  
     ∃ℎ𝑎𝑠𝑃𝑟𝑖𝑐𝑒. ≤700 €≡ 𝐼𝑛𝑒𝑥𝑝𝑒𝑛𝑠𝑖𝑣𝑒𝑇𝑎𝑏𝑙𝑒𝑡, 
     𝑈𝑝𝑝𝑒𝑟𝐶𝑙𝑎𝑠𝑠𝑇𝑎𝑏𝑙𝑒𝑡 ⊑ 𝑇𝑎𝑏𝑙𝑒𝑡,  
     𝐶𝑜𝑛𝑣𝑒𝑟𝑡𝑎𝑏𝑙𝑒 ⊑ 𝑈𝑝𝑝𝑒𝑟𝐶𝑙𝑎𝑠𝑠𝑇𝑎𝑏𝑙𝑒𝑡, 
     𝐿𝑖𝑔ℎ𝑡𝑇𝑎𝑏𝑙𝑒𝑡 ⊑ 𝑇𝑎𝑏𝑙𝑒𝑡, 
     ∃ℎ𝑎𝑠𝑊𝑒𝑖𝑔ℎ𝑡. ≤900 𝑔⊑ 𝐿𝑖𝑔ℎ𝑡𝑇𝑎𝑏𝑙𝑒𝑡, 

     ∀ℎ𝑎𝑠𝐾𝑒𝑦𝑏𝑜𝑎𝑟𝑑. 𝐾𝑒𝑦𝑏𝑜𝑎𝑟𝑑 ≡ 𝐶𝑜𝑛𝑣𝑒𝑟𝑡𝑎𝑏𝑙𝑒, 
     𝐾𝑒𝑦𝑏𝑜𝑎𝑟𝑑 ⊑ 𝐷𝑒𝑣𝑖𝑐𝑒, 𝐷𝑒𝑣𝑖𝑐𝑒 ⊓ 𝑇𝑎𝑏𝑙𝑒𝑡 ⊑ ⊥} 

𝒜 = {𝑈𝑝𝑝𝑒𝑟𝐶𝑙𝑎𝑠𝑠𝑇𝑎𝑏𝑙𝑒𝑡(𝑡𝑎𝑏1),  
     ℎ𝑎𝑠𝑃𝑟𝑖𝑐𝑒(𝑡𝑎𝑏1, 769 €), ℎ𝑎𝑠𝑊𝑒𝑖𝑔ℎ𝑡(𝑡𝑎𝑏1, 710 g),  

     𝑇𝑎𝑏𝑙𝑒𝑡(𝑡𝑎𝑏2), ℎ𝑎𝑠𝑃𝑟𝑖𝑐𝑒(𝑡𝑎𝑏2, 629 €), 
     ℎ𝑎𝑠𝑊𝑒𝑖𝑔ℎ𝑡(𝑡𝑎𝑏2, 1250 g), 𝐾𝑒𝑦𝑏𝑜𝑎𝑟𝑑(𝑘𝑒𝑦𝑏1),  
     ℎ𝑎𝑠𝐾𝑒𝑦𝑏𝑜𝑎𝑟𝑑(𝑡𝑎𝑏2, 𝑘𝑒𝑦𝑏1)} 

𝒰 = {(𝐼𝑛𝑒𝑥𝑝𝑒𝑛𝑠𝑖𝑣𝑒𝑇𝑎𝑏𝑙𝑒𝑡, 50), 

     (𝑈𝑝𝑝𝑒𝑟𝐶𝑙𝑎𝑠𝑠𝑇𝑎𝑏𝑙𝑒𝑡, 30), (𝐿𝑖𝑔ℎ𝑡𝑇𝑎𝑏𝑙𝑒𝑡, 40),  
     (∃ℎ𝑎𝑠𝐾𝑒𝑦𝑏𝑜𝑎𝑟𝑑. 𝐾𝑒𝑦𝑏𝑜𝑎𝑟𝑑, 60)} 

Considering 𝒰 the agent is more interested in a 

tablet with a keyboard than in an upper class or 

inexpensive tablet. The utilities can be calculated by 

𝑢𝜎(𝑡𝑎𝑏1) = 30 + 40 = 70 and 𝑢𝜎(𝑡𝑎𝑏2) = 50 +
30 + 60 = 140. Thus, 𝑡𝑎𝑏2 ≻ 𝑡𝑎𝑏1. 



 

Figure 1: The Opinion Mining Architecture OMA.

4 OMA - THE OPINION MINING 

ARCHITECTURE  

The Opinion Mining Architecture (OMA) we 

propose is strongly basing on the approaches of 

natural language processing and machine learning 

presented in Section 0 as well as on decision making 

with weighted description logics presented in section 

3. We separate OMA into opinion mining (pre-

processing, analysing texts, filtering out opinions) 

and decision support (evaluating extracted opinions) 

according to SYNDIKATE (Hahn and Schnattinger, 

1997). OMA serves the generation of opinions from 

texts like news, employee and public participation, 

expressions of opinions, political conversations, etc. 

(see step 1 in Figure 1). The representation of the 

underlying domain (TBox) as well as the opinions 

expressed as assertions (ABox) use a description 

logic model (see step 2 in Figure 1). The TBox 

contains concepts which represents artefacts like 

compliance, rule, judgment, idea, sentiment, 

opinion, etc. The ABox contains assertions. In terms 

of content, it consists of opinions that are extracted 

from the sources of text. Whenever an opinion is 

stored in the ABox, different types of machine 

learning and natural language processing models 

carried out an evaluation (see step 3 in Figure 1). 

These models are presented in a so-called MBox 

(methodology box). The evaluation provides a 

ranking of the opinions according to their utility. 

These weighted opinions are stored in the UBox (see 

section 3.3). Note: Not every opinion can be 

weighted and therefore does not appear in the UBox.  

In view of OMA architecture, we intend to build 

a model for opinion mining in various domains such 

as sentiment mining for the financial sector. The 

results of a first attempt to determine sentiments for 

Deutsche Bank, Commerzbank, Volksbank and 

Sparkasse during the introduction of account 

management fees in spring 2017 has shown that 

OMA can deliver conclusive results. Starting from 

measured sentiment score for each of these banks, 

the sentiment scores for those banks fell, which have 

announced the introduction of a fee for account 

management in April 2017. As you can see in Figure 

2 sentiment scores for the Sparkasse and Volksbank 

ran relatively uniformly from January to March 

2017. In April, the score declined due to the 

announcement of account management fees. One 

month later in May, after first account fees were 

reported on the account statement, the score fell 

significantly. For Deutsche Bank and Commerzbank 

such behavior couldn’t be observed, since these 

banks charge account fees for a long time already. 

Interestingly, this result could have been 

achieved by the fact that a supervised learning 

method had to be used to improve the results of the 

score calculation in addition to the pre-processing 

techniques of NLP, such as stop word lists and 

tokenization. Therefore, we used a Naïve Bayes 

classifier at document level and trained him with 

several hundred tweets. To select the right tweets, 

we use a bag-of-word model with unigrams. As a 

technological platform, we used OpenNLP. 

 



 

Figure 2: Sentiment scores for Sparkasse, Volksbank, Deutsche Bank and Commerzbank from January to May 2017. 

5 CONCLUSION & FUTURE 

WORK 

We have presented a methodology for opinion 

mining together with decision making based on 

machine learning, natural language processing 

methods for emerging opinions and weighted 

description logics. We were also able to present an 

initial evaluation showing that OMA can deliver 

good results.  

May the approaches of opinion mining depend 

on specific domains, the principles underlying the 

ordering of opinions are to be generalized. 

Nevertheless, as weighted assertions are ubiquitous, 

one may easily envisage assertions with other 

content, e.g. data from IoT devices that provide 

incorrect values due to electronic fluctuations. The 

extension of OMA to data from IoT is also part for 

our project. From a formal perspective, we will 

introduce the methods mentioned in Section 2.3, 

such as supervised approaches with semantic 

features to get more information about the opinions 

causal nexus. Finally, we want to compare these 

approaches in a comprehensive evaluation and make 

recommendations for one or the other approach. 
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