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Abstract: This paper addresses the problem of the hierarchical manpower system control in the restructuring process.
The restructuring case study is described where eight topmost ranks are considered. The desired and actual
structure of the system is given by the actual numbers of men in a particular rank. The system was modelled
in the dicrete state space with state elements and flows representing the recruitment, wastages and retirements.
The key issues were identified in the process as the stating of the criteria function, which are time variant
boundaries on the parameter values, the chain stucture of the system and the tendency for the system to os-
cilate at given initial conditions. The oscillatory case is presented and the dynamic programming approach
was considered in the optimization as unsuitable, examining the oscillations. The boundary space and optimal
solution space were considered by indicating the small area where the solution could be optimal. The aug-
mented finite automaton was defined which was used in the optimization with the adaptive genetic algorithm.
The developed optimization method enabled us to successfully determine proper restructuring strategy for the
defined manpower system.

1 INTRODUCTION

Strictly hierarchical manpower systems can be found
in many places in production, industry, the public sec-
tor and the army, for example. As a case study we will
consider the Slovenian Army, which has recenty been
under the restructuring process, where the number of
officers in the eight topmost ranks, from Second Lieu-
tenant to Major General had to be changed according
to NATO standards (̌Skulj et al., 2008;Škraba et al.,
2011;Škraba et al., 2015). This mean that, for exam-
ple, the nuber of men in the rank of Second Leutenant
had to be reduced from 256 down to 148; for the case
of Lieutenant, the number of men should be increased
from 258 to 289 etc. The restructuring process for the
eight topmost ranks is best described by the Figure 1.
On the x-axis of Figure 1, the eight ranks are marked
asx1 . . .x8 while the number of men is shown on the
x-axis. The desired values are shown by the dashed
rectangles while the actual values are shown by solid
lines. The optimal control of a large manpower sys-
tem is a challenging task (Škraba et al., 2011;̌Skraba
et al., 2015) due to the time variant boundaries of key

parameters, that determine the system (Smith, 1998;
Huang et al., 2009; Kofjač et al., 2009). There have
been many atempts to provide the optimal solution
of the descibed problem such as discrete minimiza-
tion of quadratic performance index (Mehlman, 1980)
however, there is no proper solution provided (Taran-
tilis, 2008), which would consider the fact, that the
boundaries on the particular parameters might change
in time. For example, the recruitment policy might
be changed during the years of restructuring and the
boundaries for the recruitment parameters change ac-
cordingly. Main goal is to formulate the mathemat-
ical model of manpower system and to develop al-
gorithms, that will provide consistent, nonoscilatory
control strategies to bring the strict hierarchical man-
power system from initial states to desired end states
(Mehlman, 1980;Škraba et al., 2011;̌Skraba et al.,
2015). Since the addressed problem resembles the
supply chain, similar approaches could be applied
in e.g. inventory control, where oscillations are not
desired or in processing industry control where the
stability of the levels in chained tanks is important
(Schwartz et al., 2006).
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Figure 1: The desired (dashed rectangle) and actual (solid
rectangle) values in a particular rank. It can be observed,
that in the first rankx1, the numbers should be reduced, in
x2 increased, inx3 reduced etc. This makes the control of
the chain more challenging. The initial transition processis
prone to oscillations.

2 MODELLING OF THE
MANPOWER SYSTEM

The system described could be modelled as the cas-
caded exponential delay structure with the ouflow in
each compartment as shown in Figure 2. Our ap-
proach differs from the well applied Markov chain
methodology (Guerry, 2014; Dimitriou and Tsantasb,
2010; Lanzarone et al., 2010) in modelling approach,
where System Dynamics (Forrester, 1973) has been
applied. In this manner, the model could be easily un-
derstood, which is important for the end users. If the
end user does not understand the model behind the so-
lution it is difficult to expect, that the system will be
properly applied. The input to the system in Figure
2 is represented byu(k) wherek represents the dis-
crete time stepk = 0,1, . . . . In our case, this is the
recruitment and it is the only possible input since one
could reach the topmost rank only in strict hierarchi-
cal order, from the bottom up. It is not possible, for
example, to enter the rank of Major not being the Cap-
tain first. The modelling of the system is similar to the

u(k)−−−−→ x1
R(x1,r1)−−−−→ x2

R(x2,r2)−−−−→ ·· · xn
R(xn,rn)−−−−→





y

F(x1, f1)





y

F(x2, f2)





y

F(xn, fn)

Figure 2: Cascaded Exponential Delay Structure of Man-
power System.

modelling of supply chains (Kok et al., 2005; Pastor
and Olivella, 2008; Huang et al., 2009; Chattopad-
hyay and Gupta, 2007; Feyter, 2007; Guo et al., 1999;
Kanduč and Rodič, 2015) where similar undesired ef-
fects occur, such as bullwhip (Kok et al., 2005). Here
we consider eight ranksx1, . . . ,x8, which are shown
in Figure 2. The promotions are marked withR and
are dependant on the value of the state elementxn as
well as on the promotion parameter valuern. The
wastages are marked withFn and are also dependent
on the value of the state elementxn and the value of
the fluctuation coefficientfn. The presented structure
is a delay chain where the change in the first element
propagates through the whole chain. This represents
a certain difficulty in providing proper system control
(Aickelin et al., 2004; Bard et al., 2007; Albores and
Duncan, 2008). The system shown in Figure 2 could
be expressed by the principles of System Dynamics
(Forrester, 1973) as a the set of difference equations
in discrete form:

x(k) = x(k0)+
k−1

∑
i=k0

(Rin(i)−Rout(i)) ∆t (1)

∆x(i)
∆t

= Rin(i)−Rout(i) (2)

where Eq. 2 representsnet changeof statex. Stock
variablesx1,x2, . . . ,xn (Levels) represent the state of
the system, in our case the number of officers in a
particular rankx1,x2, . . . ,xn, while the Rate variables
RandF (both are rates) represent the change in stocks
such as transition ratesR and fluctuation ratesF de-
fined as:

• R0 rate element which represents the input to the
system, i.e. recruiting, determined by valueu.

• R1 rate element which represents transitions from
rankx1 to rankx2. R1 is determined by the value
of x1 and coefficientr1.

• R2 rate element which represents transitions from
rankx2 to rankx3. R2 is determined by the value
of x2 and coefficientr2, etc.

• F1 rate element which represents the fluctuation
from rankx1. F1 is determined by the value ofx1
and coefficientf1.

• F2 rate element which represents the fluctuation
from rankx2. F2 is determined by the value ofx2
and coefficientf2, etc.
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In matrix form the system shown in Fig. 2 in discrete
space where∆t = 1, takes the form of:

{

x(k+1) = Ax(k)+Bu(k)

y(k) = Cx(k)+Du(k)
(3)

where matrixA is the matrix of coefficients. The in-
put u(k) to the considered system is provided by ma-
trix B to x1 such that

x1(k+1) = [1− r1(k)− f1(k)] x1(k)+u(k) (4)

In our caseu(k) represents the new recruitment to
rank x1 which is the input of the system. The dy-
namics of the model depends on recruitment, pro-
motions and the fluctuation coefficients. Coefficient
valuesr(k), f (k) and the inputu(k) are determined
with regard to the historical data, approximately for
the past decade. The model was developed with
MATLAB/Simulink (Škraba et al., 2011;̌Skraba et al.,
2015). The task to achieve the desired number of men
in particular rank is expressed as the distance to the
target function which is predefined as the function
with exponential term (̌Skraba et al., 2011); this dis-
tance should be minimized:

J =
r

∑
n=1

tk

∑
i=0

(

zn(i)− xn(i)
)2

=
tk

∑
i=0

(

z(i)− x(i)
)2

, (5)

zn(i) is the target function value for rankn at step
i. One should compute minu∈U,r∈R, f∈F J whereU ,
R andF are input parameters with predefined value
boundaries. The deviation from the desired values is
only one part of the problem definition. As we will
see this is not sufficient since there is a possibility
that oscillations in the gained strategy might occur.
Let us consider the example of three ranks,x1,x2,x3
with initial conditionsx1(0), x2(0), x3(0) and target
valuesz(k) with boundaries:

LBu ≤ u(k) ≤ UBu
LBr ≤ r(k) ≤ UBr
LBf ≤ f(k) ≤ UBf

(6)

At each time-step the optimization problem is solved
for ψ(k+1):

minu,r, f

(

[z1(k)−x1(k)+ f1(k)x1(k)−u(k)+

x1(k)r1(k)]2+[z2(k)−x2(k)+ f2(k)x2(k)−
x1(k)r1(k)+x2(k)r2(k)]2+[z3(k)−x3(k)+

f3(k)x3(k)−x2(k)r2(k)+x3(k)r3(k)]2
)

If we perform the optimization by the proposed equa-
tion the solutions might exercise undesired oscilla-
tions. Since there is no weight put on the oscillations
in the rate elements, this is possible however unde-
sired. For example, if the recruitment oscillated, it

Figure 3: Example of the oscillating promotions on the Rate
elementR2.

would mean that one should adjust the capacity of the
training facilities accordingly which would not be de-
sired. Here one strives to get the solution in the form
of a moderate policy for all variables in question. An
example of such a solution, which is optimal if only
the distance from the desired trajectory is considered,
is shown in Figure 3. In the Figure 3 the oscilla-
tions for the promotion from the Second Lieutenant
to Lieutenant is shown. An important limitation that
should be considered when stating the optimization
problem is sensitivity to upper and lower boundaries.
If one considers only one state element with a con-
stant input for the recruitment and variable output rate
coefficient, the feasability of achieving the target val-
ues is illustrated in Figure 4. On the x-axis the Lower
Boundary (LB) value is shown going from 0 to 1, sim-
ilarly for the x-axis where the Upper Boundary (UB)
is shown. On the z axis the Difference between the de-
sired and actual value is shown. Although this is only
an example, the real numbers are much higher and
such a strategy would not be acceptable. One could
observe the unfeasible region in the x-y plane due to
the lower and upper boundaries. It is interesting that
for the simplest case the optimal region in the upper
part of Figure 4 is relatively small. In this case we
actually examine the lower and upper boundary space
and observe the optimality region. As can be observed
the volume is not symmetrical leading to the possibil-
ity of searching in the direction of the lowest devia-
tion from the desired trajectory. Therefore, in order
to prevent the system from this oscillating behaviour,
the automatonA2 has been constructed which consid-
ers strategies with one extremum point where:

• The set of states isS= {S0,S1,S2,S3,S4,S5}
• The comparison alphabet isA= {l ,e,g}
• The initial state isi = S0

• The set of terminal states isT = {S0,S1,S2,S3,S4}
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Figure 4: Feasibility region for the system with one state.
Here only the variation of the output rate element is con-
sidered. Half of the x-y plane is not feasible. The optimal
region is shown only as a small part of the parameter bound-
ary space.

• The set of probabilities in the optimization penalty
functionP= {p0, p1, p2, p3, p4}

The transition function ofA2, δ : S×A→ S is defined
by the rulesA:

p l e g
↔ S0 p0 S2 S0 S1
← S1 p0 S3 S1 S1
← S2 p0 S2 S2 S4
← S3 p1 S3 S3 S5
← S4 p2 S5 S4 S4
← S5 p3 S5 S5 S5

(7)

An important addition is the augmenting of the au-
tomaton with the probability operatorp which is ap-
plied at the optimization as the penalty coefficient. In
our case we can restate the criteria function as:

ΨJ = min
u,r, f

(

A (p)
[

r, f,
tk

∑
k=1

(

z(k)− x(k)
)T

W
(

z(k)− x(k)
)])

(8)

subject to:

umin(k) ≤ u(k) ≤ umax(k)
rmin(k) ≤ r(k) ≤ rmax(k)
fmin(k) ≤ f(k) ≤ fmax(k)

(9)

whereA (p) represents the applied automaton with
the augmented penalty probability, which alters the
optimization function when the terminal state is not
acceptable by appropriate weight, eliminating im-
proper strategies. This is applied to the evolution-
ary algorithm and alters the value of the minimization
function when the terminal state is not acceptable ac-
cording to the appropriate weight. The automaton is

also defined by the penalty coefficientsp0, p1, p2 and
p3 according to the number of alternating steps that
were exercised by a particular strategy.

3 ADAPTIVE EVOLUTIONARY
ALGORITHM WITH
CONSTRAINT HANDLING
METHODS

A penalty method was developed in order to reject
the infeasible solutions which exercise oscillations of
input parameters, such asr(k) and f(k). Here, os-
cillations on the rate elements are also not desired.
The idea behind the developed penalty method is that
the discrete derivative of eachr andf can be used to
see if this function changed its orientation, i.e. the
function is non-monotonic. After evaluating the er-
ror in the genetic algorithm, the feasibility is checked
at each step of the algorithm. In order to calculate
the penalty function, we have calculated the number
of times when the derivative was more than or equal
to zero, and the number of times when it was less
than zero. For each case we have also calculated the
sum of the derivative values for positive and negative
points separately. The derivative value for the input to
the systemu was normalized to the interval [0,1], as
its value is much bigger than for the rest of variables
since recruitment is an absolute value and all other pa-
rameters are considered as coefficients between 0 and
1. In the next step, the two conditions were checked.
Firstly, we have checked if all of the derivative values
are positive or negative. In this case, the penalty value
for this time series is zero. If there were several posi-
tive and several negative values, than the penalty size
was set to the smallest module value between the two
sums of positive and negative derivatives respectively.
The penalty calculation can be formalized as (Škraba
et al., 2015):

penalty=







0, i f (Np = T−1or Nn = T−1),
|Sn|, i f Sp < Sn,

|Sp|, i f Sn < Sp,

(10)
whereNp andNn are the numbers of positive and neg-
ative derivative values, andSp and Sn are the sums
of the positive and negative derivative values respec-
tively. These heuristic penalty values are calculated
based on the idea that if most of the time the deriva-
tive was higher than zero, than the negative values
should be changed to positive ones, so that these time
series would become feasible. The oposite action is
needed if the derivative is negative. The overall mod-
ified penalty value for all the time series was Total
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Penalty (TP) and used in the genetic algorithm as:

TP=C ·
(

k−1

∑
i=0

pnltyr +
k

∑
i=0

pnltyf + pnltyu

)

·
√

G,

(11)
whereC is a penalty weight constant andG is the cur-
rent generation number. In this case the penalty size
increases at each generation. We also used a modifica-
tion of the finite automaton defined as the set of rules
(7) as a constraint handling method, and its main idea
was that if the system ends up in statesS3, S4 or S5, it
means that the corresponding coefficient made at least
one oscillation, which is not desirable. In this case
the finite automaton returned penalty value showing
that this time series is not desirable and formed the
penalty function. The return value is shown as thepi
value, defined by the equation:

pnlty=











0, i f p0,

ci+1− ci, i f p1,

ci− ci+1, i f p3,

|ci+1− ci|+ penaltyi−1, i f p3,

(12)
whereci is the coefficient value for the state element
i, andpenaltyi−1 is the penalty value for the previous
state. The return value is zero in statesS0, S1 andS3.
For statesS3 andS4 the return value depends on the
size of the oscillation tracked, and for the final state
S5 the return value was the sum of the current and
previous penalty during the oscillations of the time
series.

4 RESULTS

Figure 5 shows the example of the nonoscilatory dy-
namics on the state element for Second Lieutenant
(Level elementL). On the x-axis the time in years
is shown. Here we consider a six year period. On the
y-axis the nunber of men in the rank of Second Leu-
tainant is shown. In this case, we have considered the
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Figure 5: Example of the nonoscillatory dynamics on the
state element for Second Lieutenant (Level elementL).

reduction of the number of men from 100 to 70. It can
be observed that the state element does not cause os-
cillations due to the applied modified finite automaton
at the optimization process. Advanced optimization
approaches have been descibed in (Semenkin and Se-
menkina, 2012b; Semenkin and Semenkina, 2012c;
Semenkin and Semenkina, 2012a; Semenkin and Se-
menkina, 2014) with modified finite automaton (FA)
(Škraba et al., 2014). Figure 6 shows the example
of the nonoscillatory dynamics of the promotions on
the Rate elementR. Again, on the x-axis the time for
the period of six years is shown. This time, on the
y-axis, the rate of promotions is shown. The unit on
the y-axis can be noticed which is [men/year]. As one
can observe, for the case of three flows, there are no
oscillations in the strategy. The system stabilizes at
time k = 5. Figure 7 shows the dynamics on the rate
elements of Fluctuations. As before, the x-axis repre-
sents time in years while the y-axis shows the rates
of fluctuations with the unit of men per year. The
oscillations are not present which fulfils our goal of
providing a nonoscillatory strategy to achieve the de-
sired states. All three elements, state, promotion rates
as well as fluctuation rates are nonoscillatory provid-
ing the moderate policy which would lead the sys-
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Figure 6: Example of the nonoscillatory dynamics of the
promotions on the Rate elementR.
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Figure 7: Example of the nonoscillatory dynamics of the
fluctuationsF .
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tem from the initial states to the desired states in the
prescribed time. Although the change might not ap-
pear to be significant, it is obvious that the strategy
of the HQ could not examine oscillations since there
are many activities bond to one another. Besides, that
the undesired disturbances could propagate within the
whole system.

5 CONCLUSION

The determinatiion of the control strategy for the hi-
erarchical manpower system is demanding task due
to the chain structure of the considered system. The
system was sucessfully described in the discrete state
space. Another important difficulty is time variant
boundaries on the parameter values. The bound-
aries are also dependant on the state elements and
therefore also change in time. All the mentioned
conditions put the described problem in the field of
hard problems. An additional condition is that os-
cillations in any of the parameters or states are not
desirable. The approach with the classical dynamical
programming proved that oscillations are inevitable if
one only seeks the shortest time to achieve the stated
goals. By the consideration of the lower and upper
boundaries for the one state example, we have shown
that the optimal region for a particular parameter is
limited and dependent on the values of the lower and
upper boundaries. Oscillations were sucessfully ter-
minated by the application of the modified finite au-
tomaton which also considers the penalty function for
the parameter discrete derivatives. The applied adap-
tive genetic algorithm has been tested and provides
promising results for solving such complex tasks. An
important issue which was not addressed in the paper
is the user interface since the user has to deal with ap-
proximately 100 variables for controlling only eight
ranks in the period of 10 years. The develped method-
ology is applicable for controlling not only the man-
power systems but also similar supply chain struc-
tures where one has to deal with the bullhip effect
(Kok et al., 2005). A general observation of the lit-
erature review showed that there is no single method
that would provide an optimum solution for the de-
scribed problem. One reason lies in the weights that
could be arbitrarily applied to a particular part of the
optimization problem.

Initially it would seem reasonable to define the
control problem only as minimization of the distance
to the target function with consideration of parameter
boundaries. Here the rationale is that the target trajec-
tory should be reached without considering the costs
when rate elements are within those prescribed, i.e.

normal boundaries. This kind of problem formula-
tion would actually yield the optimum solution if one
would like to achieve target values in the shortest pos-
sible time. An important finding is however the state-
ment of the problem, where only the minimization of
the distance to the target function by considering the
boundaries is insufficient, resulting in possible unde-
sired oscillatory solutions.

An important reduction of the complexity of the
problem addressed was achieved by introducing the
Trajectory function.

In order to complete the definition of the control
problem, the acceptable strategies were described and
FA were developed accordingly. The differences be-
tween two differently stated control problems were
shown in examples. The application of FA provided
proper results where the gained strategies did not dis-
play undesired oscillation patterns. Certainly, there is
a cost that is paid for providing the proper shape of the
strategy, which was shown by the different values of
quadratic performance index, meaning that more time
is needed to achieve the desired goal.

With the application of the developed system
decision-makers were faced with considerable gaps
between desired and estimated states, which were
indicated by the results of the described scenarios.
Experts and decision-makers were certainly roughly
aware of these discrepancies, but the results provided
by the developed system offered much more explicit
and elaborated evidence of the problems related to fu-
ture trends.

The provided real world example and solution
showed that the developed approach successfully pro-
vides the strategies which could be implemented in
the real-world system. According to the stated scenar-
ios an important question concerning the attainability
of a particular rank has been answered.

An important consideration in the application of
optimization techniques is user interaction. Opti-
mization methods applied are advanced, yet the sys-
tem should enable user-friendly manipulation of input
variables. It has to be mentioned that the user inter-
face has a major role in the addressed optimization
problem. Users try to optimize the process regardless,
of advanced analytical and numerical techniques with
their knowledge about the system and previous expe-
rience. A useful user interface could solve a signif-
icant portion of the problem by a simple calculation
which is usually carried outad hoc. The entire sys-
tem for manpower planning was developed as major
changes in the military system were made which had
not been previously faced. Drastic changes in rank
numbers yielded a new dimension to the problem of
the manpower planning of officers who had to be sup-
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ported by the new approach described here. However,
no sophisticated numerical procedure could be suc-
cessful without: a) a user friendly interface, and b) an
understanding of the problem by the user. In our case,
the target functions as well as the parameter bound-
ary values are stated as time vectors. In the worst
case, the user has to determine43vectors;1 vector of
initial states,34 boundary vectors and8 vectors with
target trajectories in order to perform a particular op-
timization run. The minimal set of input data when
boundaries and initial states are set automatically on
the basis of historical data is the vector of goal states
with terminal time.
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Škraba, A., Semenkin, E., Semenkina, M., Kofjač, D.,
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