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Abstract: In this paper, we introduce heterogeneous data as data about objects that are described by different data types,
for example, structured data, text, time series, images etc. We provide an initial definition of a heterogeneous
object using some basic data types, namely structured and time series data, and make the definition extensible
to allow for the introduction of further data types and complexity in our objects. There is currently a lack of
methods to analyse and, in particular, to cluster such data.

We then propose an intermediate fusion approach to calculate distance between objects in such datasets. Our
approach deals with uncertainty in the distance calculation and provides a representation of it that can later
be used to fine tune clustering algorithms. We provide some initial examples of our approach using a real
dataset of prostate cancer patients including visualisation of both distances and uncertainty. Our approach is a
preliminary step in the clustering of such heterogeneous objects as the distance between objects produced by
the fusion approach can be fed to any standard clustering algorithm. Although further experimental evaluation
will be required to fully validate the Fused Distance Matrix approach, this paper presents the concept through
an example and shows its feasibility. The approach is extensible to other problems with objects represented

by different data types, e.g. text or images.

1 INTRODUCTION

Big data produced daily by digital technology is not
only huge in volume but also has the properties of ve-
locity and variety (Laney, 2001). Variety refers to the
presence of heterogeneous data types such as text, im-
ages, audio, structured data, time series etc. In this
research, we set out to deal explicitly with variety in
the data. In particular, we address the complexity that
occurs when objects to be analysed are described by
multiple data types. This is motivated by our need to
cluster complex patient data relating to prostate can-
cer. In our dataset, a patient may be characterised
by structured data from the administrative systems,
images from radiology, text reports that accompany
images, others text reports containing, for example,
discharge information, results of blood tests which
may be interpreted as time series, etc. The analysis
of such complex objects may sometimes be benefi-
cial, yet currently it is under-addressed in data min-
ing research. Mining such data collections may reveal
interesting associations that would remain concealed
if researchers investigate only one type of data. For
example, clustering may reveal associations between
values of PSA over time (a test relevant in the con-
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text of prostate cancer) and values of other blood test
result and other patient characteristics (e.g. Gleason
score, tumor staging at diagnosis, treatment type or
outcome).

Clustering (Jain et al., 1999) is an unsupervised
learning technique where patterns or objects are clus-
tered into related groups based on some measures of
(dis)similarity, which play a critical role. Different
data types rely on different (dis)similarity measures.
Most of the available, reliable and widely used mea-
sures can only be applied to one type of data.

In this context, it is essential to construct an ap-
propriate measure for comparing complex objects that
are described by components from diverse data types.
Once a measure of distance is defined, and a Dis-
tance Matrix (DM) representing the distance between
the objects can be obtained, complex objects can be
manipulated by means of any of the popular cluster-
ing algorithms. The aim of this paper is therefore to
propose a distance measure for complex objects de-
scribed by heterogeneous data. We review current re-
search in this area and propose a new intermediate fu-
sion approach that calculates distances between com-
plex objects. We use our medical example to compute
and visualise DMs according to the fusion approach.
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The rest of this paper is organized as follows. Sec-
tion 2 provides an overview and a discussion of re-
lated research. In Section 3, a precise definition of
heterogeneous data in our context is given. The pro-
posed approach for computing DMs is presented in
Section 4. An example of our method being applied
to a real dataset is presented in Section 5. This is fol-
lowed by our conclusions and suggestions for further
research.

2 RELATED WORK

Data heterogeneity has different meanings in different
environments and is generally associated with some
form of complexity. For example and not as a limi-
tation, it may describe Web data (Zeng et al., 2002)
which refers to the diversity of information associ-
ated with webpages. Another example, datasets col-
lected in scientific, engineering, medical or social ap-
plications (Skillicorn, 2007) which refers to data gen-
erated from multiple processes. Also, 'in the con-
text of multidatabase systems heterogeneity may re-
fer to structural and representational discrepancies
(Kim and Seo, 1991) or semantic discrepancies (Goh,
1996). However, it is clear that complexity is inherent
in any type of heterogeneous data.

We define heterogeneity in a narrow sense as re-
lating to real world complex objects that are described
by different elements where each element may be of
a different data type. Returning to our previous ex-
ample, a "patient” may be described by elements con-
taining: structured data (e.g. a set of values for demo-
graphic attributes); semi-structure data ( e.g. a diag-
nostic text report); time series data (e.g. a set of blood
test results over a period of time); and some image
data (e.g. an x-ray image). Note that an object may
have entire elements missing (e.g. a complete set of
values for a particular blood test that the patient did
not take) or values within the element missing (e.g.
some demographic values are not recorded). This
type of heterogeneity makes no assumptions about the
source of the data. It could be an individual homo-
geneous database system or multiple heterogeneous
datasets. However, all available data represents a dif-
ferent description, an element, of the same object. We
are not referring to relationships between classes of
entities or objects but to relationships between objects
of the same class. Each element could be generated
from a different process but the elements are under-
stood as being complementary to one another and de-
scribing the object in full. Thus they all are charac-
terised by sharing the same Obiject Identifier (O:ID).

Much of the work in this area relates to the cluster-

270

ing of multi-class interrelated objects, that is, objects
defined by multiple data types and belonging to dif-
ferent classes that are connected to one another. Fu-
sion approaches (Bostrom et al., 2007) are often used
to deal with this type of data as they can combine di-
verse data sources even when they differ in terms of
representation. Early fusion approaches focused on
the analysis of multiple matrices and formulated data
fusion as a collective factorisation of matrices. For ex-
ample, Long et al. (2006) proposed a spectral cluster-
ing algorithm that uses the collective factorisation of
related matrices to cluster multi-type interrelated ob-
jects. The algorithm discovers the hidden structures
of multi-class/multi-type objects based on both fea-
ture information and relation information. Ma et al.
(2008) also used fusion in the context of a collabo-
rative filtering problem. They propose a new algo-
rithm that fuses a user’s social network graph with a
user-item rating matrix using factor analysis based on
probabilistic matrix factorisation. Some recent work
on data fusion (Evrim et al., 2013) has sought to un-
derstand when data fusion is useful and when the
analysis of individual data sources may be more ad-
vantageous.

According to the stage at which the fusion proce-
dure takes place, data fusion approaches are classi-
fied into three categories (Maragos et al., 2008): early
integration, late integration and intermediate integra-
tion. In early integration, data from different modali-
ties are concatenated to form a single dataset. Accord-
ing to Zitnik and Zupan (2014), this fusion method
is theoretically the most powerful approach but it ne-
glects the modular structure of the data and relies on
procedures for feature construction. Intermediate in-
tegration is the newest method. It retains the structure
of the data and concatenates different modalities at
the level of a predictive model. In other words, it ad-
dresses multiplicity and merges the data through the
inference of a joint model. The negative aspect of in-
termediate integration is the requirement to develop a
new inference algorithm for every given model type.
However, according to some researchers (Zitnik and
Zupan, 2014; van Vliet et al., 2012; Pavlidis et al.,
2002) the intermediate data fusion approach is very
accurate for prediction problems and may be very
promising for clustering. In late integration, each data
modality gives rise to a distinct model and models are
fused using different weightings. Greene and Cun-
ningham (2009), for example, present an approach for
clustering with late integration using matrix factorisa-
tion. Others have derived clustering using various en-
semble methods (Dimitriadou et al., 2002; Strehl and
Ghosh, 2003) to arrive at a consensus clustering.

In our research, we explore intermediate integra-



A Fusion Approach to Computing Distance for Heterogeneous Data

tion by merging DMs prior to the application of clus-
tering algorithms. A number of DMs are produced to
assess (dis)similarity between heterogeneous objects;
each matrix represents distance with regards to a sin-
gle element. We then fuse the DMs for the different
elements together to generate a single fused DM for
all objects. We merge the DMs using a weighted lin-
ear scheme to allow different elements to contribute to
the clustering according to their importance. Previous
research (Evrim et al., 2013; Pavlidis et al., 2002) has
found that combining data types is not always useful
to knowledge extraction because some data types may
introduce noise into the model. Accordingly, in our
future research we will need to measure how useful
each element is to our clustering results. We expect
that further work will also concentrate on compar-
ing our approach with other intermediate fusion algo-
rithms (e.g., multiple kernel learning (Yu et al., 2010)
and matrix factorization (Zitnik and Zupan, 2014)) as
well as early and late fusion methods. The advantage
of our approach over other intermediary fushion ap-
proaches is that the fused distance matrix can be used
by well established clustering algorithms with little
modification. The only modification required may be
to take advantage of the additional information on un-
certainty provided by the companion matrices in the
clustering algorithm.

3 PROBLEM DEFINITION

In this research, we define a heterogeneous dataset, H,
as a set of objects such that H = fO1, Oo, ..., Oj, ...,
Ong, where N is the total number of objects in H and
O; is the it" object in H. Each object, O;, is defined
by a unique Object Identifier, O;:ID. We use the dot
notation to access the identifier and other component
parts of an object. In our heterogeneous dataset ob-
jects are also defined by a number of components or

resents the total number of elements and Ecj>i repre-

sents the data relating to EJ for O; . Each full element,
ElJ;forl j M, may be considered as represent-
ing and storing a different data type. Hence, we can
view H from two different perspectives: as a set of
objects containing data for each element or as a set
of elements containing data for each object. Either
representation will allow us to extract the required in-
formation. For example, O3 would refer to all the el-
ements available for object 3 (e.g a specific patient
with a given ID); Oz:E? would refer to the second el-
ement for object three (e.g. a set of hemoglobin blood
test results for a specific patient); E2 would refer to

all of the objects’ values for element 2 (e.g. all of the
hemoglobin blood results for all patients) .

We begin by considering a number of data types,
including Structured Data (SD) and Time Series data
(TS):

SD A heterogeneous dataset may contain a (generally
only one) SD element, ESP. In this case, there is

over p domains with the expectation that every ob-
ject, Oj, contains a set of values for some or all of
the attributes in ESP. Hence, ESP isaN p ma-
trix in which the columns represent the different
attributes in E SP and the rows represent the values
of each object, O;, for the set of attributes in ESP.
For example, O;:ESP:A3 refers to the value of A3
for Oj in the SD element. The domain for SD is
that considered in relational databases, e.g.: prim-
itive domains such as boolean, numeric or char;
strings domains such as char(n) or varchar(n); and
date and time domains.

TS The heterogeneous dataset may also con-
tain _—one or .more time-series elements:
ETSL::o;ETS9:::;E™9, A TS is a tempo-

rally ordered set of r values which are typically
collected in successive (possibly fixed) intervals

such that vq is the first recorded value at time
ty , vy is the 1™ recorded value at time t;, etc.,
8l;vi 2 7. Any TS element, E™9, can be rep-
resented as a vector of r time/value pairs. Note,
however, that r is not fixed, and thus the length
of the same time-series element can vary among
different objects.

This definition of an object is extensible and al-
lows for the introduction of further data types such
as images, video, sounds, etc. Moreover, it can
be concluded from the above definition that any ob-
ject O; 2 H might contain more than one element
drawn from the same data category. In other words,
a particular object O; may be composed of a num-
ber of SDs and/or TSs. Incomplete objects are per-
mitted, where one or more of their elements are ab-
sent. Figure 1 demonstrates two different views of
our heterogeneous dataset: an elements’ view and
an objects’ view. In addition, it shows our interme-
diary fusion model for assessing the (dis)similarity
between heterogeneous objects. The data can be
stored in a way that allows easily to alternate be-
tween these two views, i.e. the data of a particu-
lar element, say E!, can be accessed as well as the
data for a particular object, say O,. It may be pos-
sible, for example to store the data as sets of tu-
ples < O:ID;E:ID;Data Type; field;value > where
for a SD element the field contains the name of the
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Figure 1: Heterogeneous data representation: The red dashed rectangle shows the data relating to a particular object,O,,
whereas the matrices show various elements including a SD element,E L, and two TS elements,E ? and EM. The lower part of
the diagram shows the fusion strategy that results from producing a distance matrix for each element and fusing them together

to create a unique distance matrix for all objects.

Attribute to be stored with its corresponding value,
whereas for a TS element the field corresponds to
the time with its corresponding value. An exam-
ple of a patient data recorded in this way may be:
< Pat123;HISData; age; 57 >,

< Pat123; HISData; weight; 66 >;

< Pat123; HISData; tumourStage; 3 >

< Pat123; BloodVitaminD; 0;13:2 >

< Pat123; BloodVitaminD; 30; 13:6 >

< Pat123; BloodVitaminD; 65; 13:8 >

< Pat123;BloodCalcium;0;39 >

< Pat123;BloodCalcium; 30;42 >

< Pat123;BloodCalcium; 65; 40 >

In this scenario, it is possible to distribute the data us-
ing a distributed file system and it is also possible to
then retrieve the whole dataset for an object or for an
element as required by an algorithm.

4 SIMILARITY MEASURES FOR
HETEROGENEOUS DATA
USING A FUSION APPROACH

Distance measures reflect the degree of (dis)similarity
between objects. From now on we refer to similar-
ity although similarity/dissimilarity are interchange-
able concepts. A variety of measures have been de-
veloped to deal with different data types. Heteroge-
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neous data consisting of objects described by differ-
ent data types may require a new way of measuring
distance between objects. In this paper, we are re-
stricting ourselves to two data types: SD and TS data,
however, the approach may be extensible to further
data types. We propose to use a Similarity Matrix Fu-
sion (SMF) approach, as follows: 1. Define a suit-
able data representation to both describe the dataset
and apply suitable distance measures; 2. Calculate
the DM s for each element independently; 3. Consider
how to address data uncertainty; and 4. Fuse the DMs
efficiently into one Fusion Matrix (FM), taking ac-
count of uncertainty.

The main idea of SMF is to create a compre-
hensive view of distances for heterogeneous objects.
SMF computes and fuses DMs obtained from each of
the elements separately, taking advantage of the com-
plementarity in the data. Hence for every pair of ob-
jects, O; and Oj, we begin by calculating entries for
each individual DM corresponding to one of the ele-
ments in the heterogeneous database, E?, as follows:

DMgiz;oj =dist(0;:E* Oj:E?);

where in each case dist represents an appropriate dis-
tance measure for the given data type. When E? is
missing in O; or O; or both the value of DMG., be-
comes null.

Appropriate distance measures are explored in
Section 4.1. The M DMs are later fused into one ma-
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trix, FM, which expresses the distances between het-
erogeneous objects. Along with the process of fusing
DMs, data uncertainty needs to be addressed. Sec-
tion 4.3 describes our suggested solutions. Once we
have a FM representing distances between complex
objects, we can proceed to cluster heterogeneous ob-
jects using standard algorithms. This will be tackled
in further research.

4.1 Construction of DMs for Each
Element

The Standardized Euclidean distance (SEuclidean)
can be employed to measure the similarity for the SD
element because it works efficiently and is well estab-
lished, although other modalities could be explored as
necessary. The SEuclidean distance between SD ele-
ments requires computing the standard deviation vec-

deviation calculated over the zt" attribute, A?, of the
SD element. SEuclidean between two objects, O; and
0j, is:

i ESD P D SD. p2)2
SEuclideang;o, =  (Oi:E7:A*  Oj:E°7:Af) =s*
=1

7=

To measure distance between TSs, we can use a
Dynamic Time Warping (DTW) approach that was
first introduced into the data mining community in
1996 (Berndt and Clifford, 1996). DTW is a non-
linear (elastic) technique that allows similar shapes
to match even if they are out of phase in the time
axis. Ratanamahatana and Keogh (2005) investigated
the ability of DTW to handle sequences of variable
lengths and concluded that reinterpolating sequences
into equal lengths does not produce a statistically sig-
nificant difference to comparing them directly using
DTW. Others (Henniger and Muller, 2007) have ar-
gued that interpolating sequences into equal lengths
is detrimental. We use DTW to assess the TS us-
ing their original lengths. The calculated distances
are normalized and this is achieved by normalizing
through the sum of both series’ lengths. To ex-
plain how to align two TSs using DTW, suppose the
lengths of ETS for Oj and Oj are rl and r2 respec-
tively. First, we need to construct an r1  r2 piece-
wise squared distance matrix. The ki element of this
matrix, Wy, coresponds to the squared distance be-
tween the k! pair of values , v, and v; of TS ele-
ments of O; and Oj respectively which is calculated
as (Oi:E™S:wv,  0j:ETS:vj)2. Then the DTW dis-
tance for ETS of O; and Oj is defined by the short-
est path through this matrix. The optimal path can be
found using dynamic programming (Ratanamahatana

and Keogh, 2005) that minimises the warping cost:
(s
ETS K

k=1

All the computed distances in the M DMs need
to be normalized to lie in the range [0 1] since this
is essential in handling data uncertainty which is dis-
cussed in Section 4.3. Principally, our method is gen-
eral and can be extended to other data types by using
relevant distance measure, e.g. cosine similarity for
text elements or Earth Mover’s Distance for image el-
ements.

4.2 Computing the Fusion Matrix

Fusion of the M DMs for each element can be
achieved using a weighted average approach. Weights
are used to allow emphasis on those elements that
may have more influence on discriminating the ob-
jects. When all elements are to contribute equally to
the calculations, all weights can be set to 1. The fused
matrix representing the distance between two objects,
FMo;;0;, can be defined as:

w? DME’,
=1 0i:0j
FMoy0; = M
WZ
=1

8i; j 2 £1;2::Ng: W’ is the weight given to the 2" el-
ement.

4.3 How to Handle Uncertainty

Uncertainty is inseparably associated with learning
from data. Cormode and McGregor (2008) reported
that combining data values, can be considered as a
source of uncertainty. Thus in our research the pro-
cess of measuring similarity can be affected by un-
certainty in a number of ways. First, we may be
comparing incomplete objects. Assessing similar-
ity for incomplete objects produces a null value in
DMgiZ;Oj when either O; and/or Oj are missing for the

2" element. Secondly, a lack of coincidence (or dis-
cordance) in assessing the distance between objects
when using different elements may also introduce un-
certainty in the FM. For instance, O; and O; may
be considered as similar objects in some of the pre-
computed DMs but not in others, making the overall
similarity of the objects uncertain.

We propose a description for both types of uncer-
tainty as follows. For each pair of objects,O; and O;,
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we compute the uncertainty associated with the FM
arising from missing information, UFM, as follows:
1M1, DME, &null
UFMO|,OJ = — OI’O.J
M,_;, 0; otherwise

With regards to the disagreement between DMs judg-
ments, we compute the uncertainty associated with
the FM, DFM, for each pair of objects,O; and Oj, as

follows:
1

N

1M o
DFMoi;Oj = M (DMgiZ;Oj DMOi;Oj) ;
=1
where,
1 M E?
DMoi;Oj - MzleMoi;oj

In other words, UFM, calculates the proportion of
missing distance values in the DMs associated with
all elements for objects O; and O;, while DEM, cal-
culates the standard deviation of distance values in
the DMs associated with all elements for objects O;
and O;j. We now have two expressions of uncertainty,
UFM and DFM, associated with each value of the fu-
sion matrix, FM. Those values may be used separately
to filter data or combined together. We may wish to
use UFM and DFM individually to filter out uncer-
tain values according to different criteria, or we may
wish to report both values together, for example by
calculating the average of both measures as the uncer-
tainty associated with a given value of FM. To filter
out values we can set thresholds for each calculation
individually, i.e., ignoring cases where UFM  f; or
DFM T,

5 THE EXPERIMENTAL WORK

5.1 Dataset Used

A real dataset was used for the experiments. It ini-
tially included descriptions of a total of 1,904 patients
diagnosed with prostate cancer at the Norwich and
Norfolk University Hospital (NNUH), UK. It was cre-
ated by Bettencourt-Silva et al. (2011) by integrating
data from nine different hospital information systems.
Each patient’s data is represented by 26 attributes that
form the SD part of the data. They describe demo-
graphics (e.g. age, death indicator) and other disease
states (e.g. Gleason score, tumor staging). In addi-
tion, 23 different blood test results are recorded as TS
(e.g. Vitamin D, MCV, Urea). For the TS, time is
considered as 0 at time of diagnosis and then reported
as number of days from diagnosis. Data on all TSs
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before diagnosis was discarded and z-normalization
was conducted on all values in the TSs before calcu-
lating distances. This was done for each ES element
separately, i.e. each TS then has values that have been
normalised across all patients for that particular ETS
to achieve mean equal to 0 and unit variance. Also,
we cleaned the data by discarding blood tests where
there was mostly missing data for all patients, and re-
moved patients which appeared to hold invalid val-
ues for some attributes, etc. At the end of this stage,
we still had 1,598 patient objects with SD for 26 at-
tributes and 22 distinct TSs.

5.2 A Worked Example

To understand how our approach applies to data, we
select a small sample of 16 patients that represent the
following scenarios:

S1 4 patients, O; : Og, that are described as complete
heterogeneous objects, with 22 TSs and SD ele-
ment with 26 recorded values. Manual examina-
tion of the raw data indicated they are very similar
(but not identical) in all of their elements. Thus,
we are certain that they are similar.

S2 4 patients, Os : Og, that are described as complete
heterogeneous objects, with 22 TSs and SD el-
ement with 26 recorded values. Manual exam-
ination of the raw data shows they are dissimi-
lar, and all their DMs reported concordant large
values (associated with dissimilarity). Thus, we
are certain that they are dissimilar according to all
their elements.

S3 The same 4 patients in S1 are used with some of
their elements discarded to create uncertainty, Og :
O12. They all hold a complete SD element but
are described by different number of TSs as we
have removed some. The no. of present TSs are
09214, 010:16, 011=13 and 015=15. Thus, they
are similar but we are uncertain as the objects are
incomplete.

S4 033 : O16, the same 4 patients in S2 but with some
added noise to the raw data so that they reported
large but divergent similarity according to the dif-
ferent DMs. Also we discarded some of the TSs
so the no. of TSs present are: O13=15, 014=16,
0O15=17 and O17=12. Thus, they are dissimilar but
we are uncertain as disagreement and objects’ in-
completeness are present.

Note that in the process of removing TSs, we some-
times deleted the same TS element, ETS', from two
objects and other times we discarded different TSs,
ETSiand ETSI, in order to test both cases.
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Figure 2: FM for the data sample (A, to the left) and its
combined uncertainty filter (B, to the right). The uncer-
tainty filter reports the average of UFM and DFM. In A,
dark blue reflects strong similarity (FM 0.1) and then it
scales through green until it reaches bright yellow to reflect
dissimilarity (FM=0.9). In B, the scales of grey colour re-
port uncertainty, the darker the colour the higher the level of
uncertainty. The white area in B supports the FM calcula-
tions for S; and S cases with combined uncertainty values

0:05. The other calculations are subject to varying levels
of uncertainty.

Patients in the sample were compared to each
other following our SMF approach. Objects in S1 re-
ported similarity values in the FM < 0:2 while the
FM similarities for patients in S2 were > 0:7. Both
had all associated variance values, DFM,  0:1 and
incompleteness values, UFM, equal to 0. Patients in
S3 reported similarity values in FM < 0.2 with vari-
ances reported in DFM 0.2 and incompleteness val-
ues in UFM > 0.4. Patients in S4 reported similarity
values > 0.7 in FM with variances in DFM > 0.2 and
incompleteness in UFM > 0.4.

Figure 2 provides a visulisation of our results for
the small sample of data whereas Figure 3 gives the
FM visualisation for the entire patient dataset. In Fig-
ure 2 the UFM and DFM are used to report uncer-
tainty in the right hand heatmap (coloured in grey).
We can see in the heatmap on the right that patients
from S1 and S2 are similar/dissimilar respectively but
in both cases the similarity reported in the FM is cer-
tain according to the companion uncertainty heatmap.
On the other hand, patients in S3 are still similar (as
they related to S1 patients) but report higher levels of
uncertainty, whereas the S4 patients are both dissimi-
lar (as they relate to S2) and uncertain.

In Figure3 the heatmap on (A) represents FM sim-
ilarities for the whole dataset and in (B) the same FM
is presented but this time using uncertainty thresholds.
In this case, the companion UFM and DFM values are
used to highlight patients (coloured in grey) where
uncertainty is above predetermined thresholds. Any
value in the FM associated with a UFM value < 0:4%
ora DFM > 0:1 is coloured in grey.

Uncertain FM value

Figure 3: FMs for the cancer heterogeneous dataset before
(A) and after (B) using a combined uncertainty filter that
sets the thresholds for UFM=0.4 and DFM=0.1. In A, dark
blue reflects strong similarity (FM 0.09) and then it scales
through green until it reaches bright yellow to reflect dis-
similarity (FM=0.9. The same applies in B, in addition to
having the grey colour to represent all patients that report
uncertain distance values in FM due to exceeding one or
both of the determined thresholds.

6 CONCLUSIONS

We have defined heterogeneous datasets as those de-
scribing complex objects comprising of several data
categories including structured data, images, free text,
time series and others. The analysis of such complex
data is one of the biggest challenges facing pattern
analysis tasks, yet few efforts have been devoted to
reaching a mature understanding of this problem. In
this research we propose an intermediary fusion ap-
proach, SFM, which produces a matrix of distances
for complex objects enabling the application of stan-
dard clustering algorithms. SMF aggregates partial
distances that we compute separately on each data
element. We enhance our approach by considering
uncertainty and providing separate measures of the
uncertainty involved both with missing elements and
with diverging distance measures.

We have proposed a very general approach which
can be applied to any problem where objects are de-
scribed by different data types corresponding to dif-
ferent elements or views of the same object. Provid-
ing suitable measures of distance can be found and
used to produce a normalised DM for each element,
such DMs can be fused with others using our ap-
proach. This intermediate fusion allows for the appli-
cation of standard clustering algorithms on the fused
distances. However, clustering results may be en-
hanced by modifying the clustering algorithm to take
accoung of the information contained in the compan-
ion matrices that describe uncertainty.

We provide some preliminary experimental appli-
cation to a real dataset of prostate cancer patients de-
fined by both standard data and a number of TSs rep-
resenting blood test results. We show a worked exam-
ple of distance and uncertainty calculations and show

275



KDIR 2014 - International Conference on Knowledge Discovery and Information Retrieval

how the values may be visualised via heatmaps.

Further research would be required to fully evalu-
ate our approach and provide results including those
generated by clustering data using our fused dis-
tances. We will also need to compare our interme-
diary fusion approach with a late fusion approach us-
ing an ensemble clustering algorithm to perform the
clustering of complex objects.
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