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Abstract: A characteristic of most datasets is that the number of data points is much lower than the number of dimensions
(e.g., the number of movies rated by a user is much lower than the number of movies in a dataset). Dealing
with high-dimensional and sparse data leads to problems in the classification process, known as curse of
dimensionality. Previous researches presented approaches that produce group recommendations by clustering
users in contexts where groups are not available. In the literature it is widely-known that clustering is one of the
classification forms affected by the curse of dimensionality. In this paper we propose an approach to remove
sparsity from a dataset before clustering users in group recommendation. This is done by using a Collaborative
Filtering approach that predicts the missing data points. In such a way, it is possible to overcome the curse
of dimensionality and produce better clusterings. Experimental results show that, by removing sparsity, the
accuracy of the group recommendations strongly increases with respect to a system that works on sparse data.

1 INTRODUCTION

A widely-known problem in the recommender sys-
tems literature is that the number of items available
in a dataset is usually much higher than the number
of items rated by a user (Amatriain et al., 2011). Re-
ferring to a real-world scenario like Amazon.com, a
user considers a few tens of items, while the system
contains millions of them.

The problem that arises when the number of di-
mensions in the data increases and data becomes
sparse, is known as curse of dimensionality (Bellman,
1961). Curse of dimensionality prevents a proper
classification of data, since the phenomena that oc-
cur on high-dimensional and sparse data do not allow
to give statistical significance to the classification.

As (Radovanovic et al., 2010) highlights, cluster-
ing is one of the forms of classification affected by the
curse of dimensionality.

Group recommendation (Boratto and Carta, 2011)
is designed for contexts in which more than a person
is involved in the recommendation process (Jameson
and Smyth, 2007). Producing recommendations for a
group is also useful in contexts in which the amount
of recommendations that can be built is limited.

A company decides to print recommendation
flyers that present suggested products. Even if
the data to produce a flyer with individual rec-

ommendations for each customer is available,
printing a different flyer for everyone would be
technically too hard to accomplish and costs
would be too high. A possible solution would
be to set a number of different flyers to print,
such that the printing process could be afford-
able in terms of costs and the recipients of the
same flyer would be interested by its content.

With respect to classic group recommendation,
these systems have to define groups, in order to re-
spect the constraint on the number of recommenda-
tions that can be produced. In a context like this, over-
coming the curse of dimensionality is crucial, since
these approaches work in a recommendation domain
and they deal with sparse data. Moreover, in order
to detect groups, users are clustered, so the clustering
process is affected by data sparsity.

In (Boratto and Carta, 2013), it was highlighted
that the best way to predict ratings in a group recom-
mender system that detects groups is to predict indi-
vidual ratings for each user.

This paper deals with the clustering task of a
group recommender system that detects groups, by
presenting an approach to remove sparsity from data.
This is done by using a Collaborative Filtering algo-
rithm to predict the missing data points, in order to
overcome the curse of dimensionality that occurs in
the clustering task of the system. By improving the
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accuracy of the task that detects groups, the overall
quality of the system should improve, i.e., more accu-
rate group recommendations should be produced.

The proposed approach, by predicting the ratings
before clustering users, offers a simple but effective
solution to the data sparsity problem in this context.
In fact, the architecture of the group recommender
system and the flow of the computation change but,
at the same time, the proposed approach does not
add any computational complexity to the group rec-
ommender system. So, the proposed solution is able
to effectively solve the sparsity problem in the clus-
tering task of a group recommender system, without
negatively affecting its performances in any way.

The scientific contributions coming from this pa-
per are the following:
� we present a novel approach to deal with the

curse of dimensionality in a group recommenda-
tion context. No approach in the literature deals
with sparse data in a group recommender system;

� we show how we remove sparsity from data, while
keeping the same computational complexity;

� we analyze the impact of sparsity on groups of
different sizes and show that if a system handles
small groups, it is more affected by sparsity.
Experimental results, validated through statistical

hypothesis tests, confirm that removing sparsity be-
fore clustering users allows to significantly improve
the performances of a group recommender system
that automatically detects groups.

The paper is structured as follows: Section 2
presents related work; Section 3 describes a group
recommender system that works on sparse data; Sec-
tion 4 proposes a solution to remove sparsity before
clustering the users; Section 5 presents the experi-
ments performed to evaluate our proposal; Section 6
contains conclusions and future work.

2 RELATED WORK

This section presents the existing group recommenda-
tion approaches and the works that deal with the curse
of dimensionality problem when clustering users.

2.1 Group Recommendation

Here we present the most important and recent works
developed in the group recommendation research
area. Since our proposal uses individual predictions to
avoid sparsity, this section is divided into approaches
that build predictions for a group and approaches that
build predictions for each user.

2.1.1 Approaches that Build Predictions for
Each Group

MusicFX (McCarthy and Anagnost, 1998) is a system
that recommends music to the members of a fitness
center. Since people in the room change continuously,
the system gives the users that are working out in the
fitness center the possibility to login. The music to
play is selected considering the preferences of each
user in a summation formula.

In-Vehicle Multimedia Recommender (Zhiwen
et al., 2005) is a system that aims at selecting multi-
media items for a group of people traveling together.
The system aggregates the profiles of the passengers
and merges them, by using a notion of distance be-
tween the profiles. A content-based system is used to
compare multimedia items and group preferences.

FIT (Family Interactive TV System) (Goren-Bar
and Glinansky, 2004) is a TV program recommender
system. The only input required by the system is a
stereotype user representation (i.e., a class of view-
ers that would suit the user, like women, businessmen,
students, etc.), along with the user preferred watch-
ing time. When someone starts watching TV, the sys-
tem looks at the probability of each family member
to watch TV in that time slot and predicts who there
might be watching TV. Programs are recommended
through an algorithm that combines such probabilities
and the user preferences.

In (McCarthy et al., 2006) a group recommender
system called CATS (Collaborative Advisory Travel
System) is presented. Its aim is to help a group of
friends plan and arrange ski holidays. To achieve the
objective, users are positioned around a device called
“DiamondTouch table-top” and the interactions be-
tween them (since they physically share the device)
help the development of the recommendations.

2.1.2 Approaches that Build Predictions for
Each User

PolyLens (O’Connor et al., 2001) is a system built to
produce recommendations for groups of users who
want to see a movie. A Collaborative Filtering ap-
proach is used to produce recommendations for each
user of the group. The movies with the highest rec-
ommended ratings are considered and a “least mis-
ery” strategy is used, i.e., the recommended rating for
a group is the lowest predicted rating for a movie, to
ensure that every member is satisfied.

Pocket RestaurantFinder (McCarthy, 2002) is a
system that suggests restaurants to groups of people
who want to dine together. Each user fills a pro-
file with preferences about restaurants, like the price
range or the type of cuisine they like (or do not like).
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Once the group composition is known, the system es-
timates individual preference for each restaurant and
averages those values to build a group preference and
produce a list of recommendations.

Travel Decision Forum (Jameson, 2004) is a sys-
tem that helps groups of people plan a vacation. Since
the system aims at finding an agreement between the
members of a group, asynchronous communication
is possible and, through a web interface, a member
can view (and also copy) other members preferences.
Recommendations are made by using the median of
the individual preferences.

In (Chen and Pu, 2013), Chen and Pu present
CoFeel, an interface that allows to express through
colors the emotions given by a song chosen by the
GroupFun music group recommender system. The
interface allows users to give a feedback about how
much they liked the song and the system considers the
preferences expressed through the emotions, in order
to generate a playlist for a group.

In (Jung, 2012), Jung develops an approach to
identify long tail users, i.e., users who can be consid-
ered as experts on a certain attribute. So, the ratings
given by the long tail user groups are used, in order to
provide a relevant recommendation to the non-expert
user groups, whch are called short head groups.

2.2 The Curse of Dimensionality in
Clustering

In (Jing et al., 2007), authors highlight that two main
types of approaches are embraced in order to over-
come the curse of dimensionality in clustering.

The first category of approaches operates a hard
subspace clustering, which aims at finding all the
clusters in every subspace, therefore allowing a data
point to be in more than a cluster in a different
subspace. These approaches are based on the fact
that in a d-dimensional space there are 2d axis-
parallel subspaces and that if a cluster appears in a
lower-dimensional space, it also appears in a higher-
dimensional one. This approach is followed by
CLIQUE (Agrawal et al., 1998), MAFIA (Goil et al.,
1999) and OptiGrid (Hinneburg and Keim, 1999).

The second type of approach, i.e., the soft sub-
space clustering, weights each dimension, in order to
derive the contribution of a dimension in a cluster-
ing. By using this approach, the subspace is identi-
fied by the importance (expressed by the weight), that
each dimension has in the clustering. This approach
is embraced by (DeSarbo et al., 1984; Soete, 1988;
Makarenkov and Legendre, 2001; Huang et al., 2005).

2.3 Neighbors Selection in
Collaborative Filtering

Approaches like (Boumaza and Brun, 2012), use a
global set of neighbors, to predict the ratings for all
the users. Therefore the space occupied by the model
is reduced. This approach is less affected by sparsity,
since the same neighbors are used for each user.

2.4 Discussion

None of the works presented in the group recom-
mendation area uses the predictions in order to avoid
the sparsity problem. Moreover, in our approach we
could not adopt an algorithm that builds predictions
for each group, since the clustering algorithm builds
groups using individual preferences.

The approaches that deal with the curse of dimen-
sionality in clustering operate in a completely differ-
ent way from our approach. In fact, our solution keeps
the same number of dimensions of the original data,
but tries to predict the missing values with a Collab-
orative Filtering approach, while subspace clustering
reduces the number of dimensions (a detailed moti-
vation of our choice is presented along with the algo-
rithm in Section 4).

The approach that uses a global set of neighbors
is more suitable to improve the scalability of a Col-
laborative Filtering algorithm, while our approach is
focused on efficiently removing sparsity when clus-
tering users. So, we decided to adopt a classic User-
Based Collaborative Filtering approach, which selects
different neighbors for each user.

3 GROUP RECOMMENDATION
FOR AUTOMATICALLY
DETECTED GROUPS

Recently, a group recommender system that auto-
matically detects groups by clustering users was pre-
sented (Boratto and Carta, 2013).

The algorithm, that from here on will be named
Cluster&Predict, detects groups of similar users,
predicts individual preferences and aggregates these
preferences into a group model. The tasks performed
by the system are the following:
1. Detection of the groups. Considering the individ-

ual preferences expressed by each user, groups of
similar users are detected with the k-means clus-
tering algorithm.

2. Predictions of the missing ratings for individual
users. Individual predictions are calculated for
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Table 1: Example of user model.

i1 i2 i3 i4 i5 i6 i7 i8
u ru1 ru3 ru7 ru8

Table 2: Example of rating matrix.

i1 i2 i3 i4 i5 i6 i7 i8
u1 r11 r13 r14 r17 r18

u2 r21 r22 r24 r25 r27

u3 r22 r33 r34 r36

...
un rn1 rn2 rn3 rn5 rn6 rn8

each user with a User-Based Collaborative Filter-
ing Approach presented in (Schafer et al., 2007).

3. Aggregation of the predictions (Group modeling).
Once groups have been detected, a group model is
built by aggregating all the predictions of a group.

All the tasks are now be described in detail.
Detection of the Groups. The first task that the

system performs is the partitioning of the set of users
into a number of groups equal to the number of rec-
ommendations that can be produced. Since in this ap-
plication scenario groups do not exist, unsupervised
classification (clustering) is necessary.

In order to create groups with similar preferences,
a user model, like the one in Table 1, is considered.
A model contains, for each item in that a user u eval-
uated, a rating run, which expresses with a numer-
ical value how much the user likes the item. All the
user models like the one previously described take the
form of a matrix, usually called ratings matrix, like
the one in Table 2.

It was recently highlighted (Amatriain et al.,
2011) that the k-means clustering algorithm is by far
the most used clustering algorithm in recommender
systems and alternatives are rarely used, mostly be-
cause of the simplicity and the efficiency that the al-
gorithm can offer.

This task detects groups by clustering users with
the k-means clustering algorithm, that takes as input
a rating matrix, like the one presented in Table 2. So,
users are grouped based on the ratings available in
the individual user models (each user model is rep-
resented as a line in the rating matrix and contains
her/his preferences).

The output is a partitioning of the users into
groups (clusters), such that users with similar mod-
els (i.e., similar ratings for the same items) are in the
same group and receive the same recommendations.

Predictions of the Missing Ratings for Individ-
ual Users. The missing ratings are predicted for
each user in a group with a classic User-Based Near-

est Neighbor Collaborative Filtering algorithm, pre-
sented in (Schafer et al., 2007). The algorithm pre-
dicts a rating pui for each item i that was not evaluated
by a user u, considering the rating rni for the item i of
each similar user n. A user n similar to u is called a
neighbor of u1. Equation (1) gives the formula used
to predict the ratings:

pui = ru +
ån�neighbors(u) userSim(u;n) � (rni� rn)

ån�neighbors(u) userSim(u;n)
(1)

Values ru and rn represent, respectively, the mean
of the ratings expressed by user u and user n. Similar-
ity userSim() between two users is calculated using
the Pearson’s correlation, a coefficient that compares
the ratings of all the items rated by both the target
user and the neighbor. Pearson’s correlation between
a user u and a neighbor n is given in Equation (2) (Iun
is the set of items rated by both u and n).

userSim(u;n)=
åi�Iun(rui� ru)(rni� rn)q

åi�Iun(rui� ru)2
q

åi�Iun(rni� rn)2

(2)

The metric range is between 1.0 (complete sim-
ilarity) and -1.0 (complete dissimilarity). Negative
values do not increase the prediction accuracy, so they
are discarded by the task.

Aggregation of the Predictions (Group Model-
ing). In order to create a model that represents the
preferences of a group, the Additive Utilitarian group
modeling strategy (Masthoff, 2011) is adopted. The
strategy sums the individual ratings for each item and
produces a list of group ratings (the higher the sum is,
the earlier the item appears in the list). The ranked list
of items is exactly the same that would be produced
when averaging the individual ratings, so this strategy
is also called ‘Average strategy’. An example of how
the strategy works is given in Table 3.

In order to have the same scale of ratings both in
the group models and in the individual user models,
the produced group models contain the average of the
individual predictions, instead of the sum.

1The neighbors of a user are selected considering the
whole user set and not just the users that belong to her/his
group. In fact, the ratings are predicted for each item, so
the neighbors (i.e., the most similar users) who rated that
specific item might be outside the cluster.

Using�Collaborative�Filtering�to�Overcome�the�Curse�of�Dimensionality�when�Clustering�Users�in�a�Group�Recommender
System

567



Table 3: Example of the Additive Utilitarian strategy.

i1 i2 i3 i4 i5 i6 i7 i8
u1 8 10 7 10 9 8 10 6
u2 7 10 6 9 8 10 9 4
u3 5 1 8 6 9 10 3 5
Group 20 21 21 25 26 28 22 15

4 IMPROVING ACCURACY BY
OVERCOMING THE CURSE OF
DIMENSIONALITY

The system presented in the previous section (Clus-
ter&Predict) works on sparse data, because in (Bo-
ratto and Carta, 2013) three approaches to predict
the ratings were evaluated and the rest of the tasks
were implemented in the same way in all the sys-
tems. Therefore, the clustering task was not studied
in that paper and, as previously described, groups are
detected based on the preferences explicitly expressed
by each user.

When designing the approach to overcome the
curse of dimensionality, we avoided classic subspace
clustering approaches for these main reasons:

� we wanted to overcome these phenomena without
increasing the complexity of the system;

� since a user model is built by considering the pref-
erences for a set of items (which represent the
data dimensions), it would be hard to introduce a
weight that represents the “importance” of an item
for the whole dataset.

In order to remove sparsity from data, we pro-
pose an approach that builds individual predictions
before clustering users. The system, named Pre-
dict&Cluster, includes all the predicted ratings in the
user models and clusters users based both on the ex-
plicitly expressed preferences and on the predicted
ratings. So the clustering task now works on a full
matrix and the phenomena that occur due to sparsity
are avoided.

In other words, the two systems (i.e., Pre-
dict&Cluster and Cluster&Predict) perform the same
tasks, but the first two are switched, in order to predict
the ratings before the clustering task.

The tasks performed by Predict&Cluster are the
following:
1. Predictions of the missing ratings for individual

users. Individual predictions are calculated for
each user with a User-Based Collaborative Filter-
ing Approach.

2. Detection of the groups. Considering both the in-
dividual preferences expressed by each user and

the predicted ratings, groups of similar users are
detected with the k-means clustering algorithm.

3. Aggregation of the predictions (Group modeling).
Once groups have been detected, a group model is
built by aggregating all the predictions of a group.

The algorithms performed by the tasks are the
same ones performed by the Cluster&Predict system,
in order to evaluate the effects that removing sparsity
has on the accuracy of a group recommender system
that automatically detects groups.

4.1 Discussion

This apparently simple approach causes important
changes in the architecture of the group recommender
systems. In fact, in the Predict&Cluster system, the
input given to the clustering algorithm is the output
produced by the rating prediction task. This allows to
use a much larger amount of information in the clus-
tering, with respect to the previous architecture.

Given the study conducted in this paper, the
choice to select the neighbors on the whole user set is
strengthened by the fact that if predictions were cal-
culated considering a clustering built using a sparse
rating matrix, the phenomena related to the curse of
dimensionality would affect the quality of the cluster-
ing (i.e., the groups), which might not be significant.

The effect of sparsity is independent from the
clustering algorithm used by the group recommender
system. In fact, by using an algorithm different from
k-means, that still works in a metric space, the same
phenomena that occur due to sparsity would still oc-
cur (i.e., it would be hard to build significant similari-
ties among users). If a different class of clustering al-
gorithms was used, like the ones that cluster a graph,
sparsity would still affect the outcome of the algo-
rithm, since the links among two users would be built
considering sparse data (for example, using a similar-
ity/distance metric based on the ratings) and would
still not be significant.

5 EXPERIMENTAL
FRAMEWORK

This section presents the framework built for the ex-
periments.

5.1 Experimental Setup

To conduct the experiments, we adopted MovieLens-
1M, which is a dataset widely used in the literature.
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The clusterings with k-means were created with
a testbed program called KMlocal (Kanungo et al.,
2002), that contained a variant of k-means, called EZ
Hybrid. The k-means algorithm minimizes the aver-
age distortion, i.e., the mean squared distance from
each point to its nearest center. EZ Hybrid is the al-
gorithm that returned the lowest distortion with this
dataset, so it is the one used to cluster the users.

The number of neighbors used to predict the rat-
ings is 100; see (Boratto and Carta, 2013) for the de-
tails of the experiments that allowed to set the value.

An analysis has been performed, by comparing
the RMSE values obtained by each system, consider-
ing different numbers of groups to detect. The choice
to measure the performances for different numbers of
groups has been made to show how the quality of the
systems change as the constraint changes. In each ex-
periment, four different clusterings with 20, 50, 200
and 500 groups were created. Moreover, we com-
pared the results obtained with the four clusterings
with the results obtained considering a single group
with all the users (i.e., predictions are calculated con-
sidering the preferences of all the users), and the re-
sults obtained by the system that calculates predic-
tions for each user.

RMSE was chosen as a metric to compare the
algorithms because, as the organizers of the Netflix
prize highlight2, it is widely used, allows to evaluate
a system through a single number, and emphasizes the
presence of large errors.

In order to evaluate if the RMSE values re-
turned by two experiments are significantly different,
independent-samples two-tailed Student’s t-tests have
been conducted. In order to make the tests, a 5-fold
cross-validation was preformed.

The results obtained by each system with this ex-
perimental setup are compared, in order to evaluate
the effects of sparsity in this context.

5.2 Dataset and Data Preprocessing

The dataset used, i.e., MovieLens-1M3, is composed
of 1 million ratings, expressed by 6040 users for
3900 movies. This framework uses only the file
ratings.dat, which contains the ratings given by
the users. The file contains four features: UserID,
that contains user IDs in a range between 1 and 6040,
MovieID, that contains movie IDs in a range between
0 and 3952, Rating, that contains values in a scale be-
tween 1 and 5 and Timestamp, that contains a times-
tamp of when a user rated an item. The file was pre-
processed, by mapping the feature UserID into a new

2http://www.netflixprize.com/faq
3http://www.grouplens.org/

set of IDs between 0 and 6039, to facilitate the com-
putation using data structures. In order to conduct the
cross-validation, the dataset was split into five subsets
with a random sampling technique (each subset con-
tains 20% of the ratings).

5.3 Metrics

The quality of the predicted ratings was measured
through the Root Mean Squared Error (RMSE). The
metric compares each rating rui, expressed by a user
u for an item i in the test set, with the rating pgi, pre-
dicted for the item i for the group g in which user u is.
The formula is shown below:

RMSE =

r
å

n
i=0(rui� pgi)2

n

where n is the number of ratings in the test set.
In order to compare if two RMSE values re-

turned by two experiments are significantly different,
independent-samples two-tailed Student’s t-tests have
been conducted. These tests allow to reject the null
hypothesis that two values are statistically the same.
So, a two-tailed test will test if an RMSE value is sig-
nificantly greater or significantly smaller than another
RMSE value. Since each experiment was conducted
five times, the means Mi and M j of the RMSE values
obtained by two systems i and j are used to compare
the systems and calculate a value t:

t =
Mi�M j

sMi�M j

where

sMi�M j =

s
s2

1
n1

+
s2

2
n2

s2 indicates the variance of the two samples, n1 and n2
indicate the number of values considered to build M1
and M2 (in our case both are equal to 5, since experi-
ments were repeated five times). In order to determine
the t � value that indicates the result of the test, the
degrees of freedom for the test have to be determined:

d:f:=
(s2

1=n1 + s2
2=n2)

2

(s2
1=n1)2=(n1�1)+(s2

2=n2)2=(n2�1)

Given t and d: f :, the t� value (i.e., the result of the
test), can be obtained in a standard table of signifi-
cance as

t(d: f :) = t� value

The t�value derives the probability p that there is no
difference between the two means. Along with the re-
sult of a t-test, the standard deviation SD of the mean
is presented.
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5.4 Experimental Results

Figure 1 and Table 4 report the performances of the
two systems.

Figure 1: RMSE values of the two systems.

Table 4: RMSE values of the two systems.

1 group 20 groups 50 groups 200 groups 500 groups 6040 groups

Cluster&Predict 0.9895 0.9872 0.9857 0.9837 0.9832 0.9120

Predict&Cluster 0.9895 0.9554 0.9435 0.9395 0.9385 0.9120

The first trivial aspect that can be noticed is that,
when users are not clustered (i.e., the 1 group and
6040 groups settings), the results obtained by the sys-
tems are the same.

The interesting part to analyze is when users are
clustered, in order to evaluate the effects of sparsity on
the accuracy of the systems. A number of interesting
aspects can be noticed when analyzing the results:

� by removing sparsity, performances strongly im-
prove. In fact, Predict&Cluster always outper-
forms Cluster&Predict. This is the sign that spar-
sity strongly affects clustering also in a group rec-
ommendation context and that the performances
strongly improve by removing sparsity;

� the improvement in the results obtained by Pre-
dict&Cluster gets better as the number of groups
increases. This means that the more groups are
created, the more sparsity affects the results of a
system. Therefore, the removal of sparsity is even
more significant for a high number of groups;

� as the number of groups grows, performances im-
prove (i.e., RMSE values lower) in both the sys-
tems. This means that if a system can work with
more groups, its performances improve with re-
spect to a lower number of groups (no matter if it
works with sparse data or not).

Student’s t-tests allow to validate the results ob-
tained by the two systems on each clustering.

With 20 groups, the test returned a complete
statistical difference comparing the RMSE values
for Predict&Cluster (M = 0:9554, SD = 0:00) and
Cluster&Predict (M = 0:9872, SD = 0:00); t(4) =
�26:18, p = 0:0.

For 50 groups, the test returned a complete
statistical difference between the values obtained
for Predict&Cluster (M = 0:9435, SD = 0:00) and
Cluster&Predict (M = 0:9857, SD = 0:00); t(4) =
�55:27, p = 0:0.

For 200 groups, the same happens when compar-
ing the RMSE obtained for Predict&Cluster (M =
0:9395, SD = 0:00) and Cluster&Predict (M =
0:9837, SD = 0:00); t(8) =�77:21, p = 0:0.

Finally, even with 500 groups there is a significant
difference in the RMSE values for Predict&Cluster
(M = 0:9385, SD = 0:00) and Cluster&Predict (M =
0:9832, SD = 0:00); t(7:68) =�72:62, p = 0:0.

Results suggest that removing sparsity allows to
significantly improve the accuracy of a system.

6 CONCLUSIONS AND FUTURE
WORK

This paper presented an approach to remove sparsity
from data, in order to overcome the curse of dimen-
sionality and improve the clustering task of a group
recommender system that detects groups. The system
proposed in this work adopts a User-Based Collabo-
rative Filtering approach to predict the missing data
points and cluster a full rating matrix.

Experimental results confirm that overcoming the
curse of dimensionality leads to great improvements
in the accuracy of the group recommendations pro-
duced by a system.

Even though the presented approach solves the
sparsity problem from the clustering part of the sys-
tem, sparsity still affects the prediction task of the
system and this is a widely-known problem in the
recommender systems literature. So, improvements
may be done on the system by using an hybrid ap-
proach to avoid the limitations of Collaborative Filter-
ing (for example, we might combine a Content-Based
approach, that does not rely on the ratings).

Future work will analyze how the preferences of
the individual users in a group should be aggregated,
in order to derive a group preference (group model-
ing). Different group modeling strategies will be stud-
ied in the scenario presented in this paper, in order
to analyze the effects of the different approaches and
find the best one to model the groups.
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