Cross-spectral Stereo Correspondence using Dense Flow Fields
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Abstract: This manuscript addresses the cross-spectral stereo correspondence problem. It proposes the usage of a dense
flow field based representation instead of the original cross-spectral images, which have a low correlation. In
this way, working in the flow field space, classical cost functions can be used as similarity measures. Prelim-
inary experimental results on urban environments have been obtained showing the validity of the proposed
approach.

1 INTRODUCTION pose a matching cost function for a multispectral
stereo rig based on mutual and gradient information

The coexistence of cameras working at different spec- IN @ Scalé space representation. This cost function is
tral bands is increasing (e.g., (Torabi et al., 2011) later on used in a minimization scheme, which is able

(Barrera et al., 2012)). For instance, in video surveil- to extract dense dis_parity maps assuming a piecewise
lance applications long wavelength infrared sensors planar representation. Althoggh Interesting results
(LWIR), also referred in the literature to as thermal Nave ]E)een presented, the main dravr\]/back I'ej on t::e
sensors, complement visual systems at night (Snidarous‘e ofan expensive minimization scheme and on the
et al., 2004). The same happens in the driving as- assumpnon_of a piecewise pl_anar representation. In
sistance domain, where thermal information helps order to avoid the low correlation problem, (Pistarelli
detecting pedestrians (Krotosky and Trivedi, 2007). &t al-, 2013) propose to search for correspondences in
Working on such a cross-spectral domain, we proposethe Houlg_h space; hence, ed%es f:jom the glvendc_rosr.?—
to explore the possibility of finding correspondences spectral Images are extracted and represented in the

between the images through a cost function based ontough space. These edges correspond to predomi-
the use of dense flow fields. nant geometries in the scene. Only matchings over

The multimodal correspondence problem between edges can be obtained with this approach.

LWIR and visible spectrum (VS) images has beenre-  Similarly to the previous approaches, in the cur-
cently studied in several works for different applica- rent work we propose not to search for correspon-
tions such as image registration or stereovision. The dences in the image space, where there is a low cor-
main challenge lies on the low correlation between relation between LWIR and VS, but in a space where
LWIR and VS. A way to overcome this lack of corre-  both images have the same representation. The pro-
lation is by means of the use of prior knowledge of the posed work is intended to be used in dynamic sce-
objects in the scene; so the correspondence search isarios where there is a relative motion between the
limited to those regions of interest (ROI) such as hu- cross-spectral stereo rig and the objects contained in
man silhouettes (Krotosky and Trivedi, 2008), faces the scene. In our particular case the cameras are used
(Socolinsky and Wolff, 2009), or contrasted objects for driving assistance and they are placed on the top
(Yang and Chen, 2011) (e.g., hot or cold objects on a of our vehicle (see Fig. 1). The proposed approach is
smooth background). Although these ROI based ap- based on the fact that since both cameras are rigidly
proaches have shown attractive results, the main prob-attached to the same rig, and images accordingly cal-
lem remains unsolved. ibrated and rectified, the optical flow information can

A more general solution has been presented in be used for the correspondence search. Cross-spectral
(Barrera et al., 2013). In that work the authors pro- video sequences of urban scenarios are used for the
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evaluation. tional formulations involve a data term and a regular-
The manuscript is organized as follow. Section 2 ization term. The data term formulates the assump-
gives details about the cross-spectral stereo rig. Thetion matching characteristics, typically the intensity
proposed approach is introduced in Section 3. Ex- of the pixel; it is also called brightness constancy as-
perimental results on urban scenarios are discussed irsumption (BCA) (Horn and Schunk, 1981). The BCA
Section 4. It should be noticed that current manuscript can be formulated asli(x+ u) — Io(x) = 0, where
is intended to show how cross-spectral correspon-lp andl; are two consecutive images,= (x,y) is
dence problem can be tackled by representing thethe pixel location within the image spa¢e C R?;
given images in another domain. More deep and rig- u = (u(x),v(x)) is the two-dimensional flow vector.
orous validations would be required to show the ad- Linearizing the above equation using first-order Tay-
vantage of the proposed approach. Finally, conclu- lor expansion we get BCA aglyu+ lyv+ )2 =0,
sions and future work are given in Section 5. where subscripts denote the partial derivatives. Us-
ing only BCA does not provide enough information
to infer meaningful flow fields, making the problem

2 SYSTEM SETUP ill-posed. In order to solve this ill-posed problem a
regularization termis needed. In (Horn and Schunk,

The stereo head used in the current work consists oflhgaﬁln)esuﬁ%u'ggvzﬁgg ;[SrTc;bb;:fes(jrr?orloiueaﬁso?/irrntﬂ?n
a pair of cameras separated by a baseline of about 12t 9 9 y

cm and a non verged geometry. The images provided'mage' janauagh Sommien innoske Enashagoge-

by the cross-spectral stereo head are calibrated and'€o4s regglarizationin asi_ngle yariational framework
rectified using (Bouguet, 2010); a process similar to and squaring both constraints yields the following en-

the one presented in (Barrera et al., 2012) is followed. eyt
It consists of using a thin aluminium metallized paper,

with black and white squares that is observed by both E(u) :/ { (u+ 1+ 1)2 (1)

cameras. The LWIR camera (Gobi-640-GigE from Q

Xenics) provides images up to fiswith a resolution Data Term

of 640x 480 pixels. The visible spectrum camerais an + a (|0u]?+|0v?)} dx,
————

ACE from Basler with a resolution of 658192 pix-
els. Both cameras are synchronized using an external
trigger. Camera focal lengths were set so that pixels wherea is the regularization weight. This energy
in both images contain similar amount of information function is minimized for flow vectors using corre-
from the given scene. Figure 1 shows an image of sponding Euler-Lagrange equations.
the stereo rig together with a commercial stereo cam-  Since the current work is intended for driving sce-
era (Bumblebee XB3 from Point Grey), which will be narios, we decided to use the Laplacian of flow com-
used in a future work for validating the cross-spectral ponents, instead of their gradients, as penalization
stereo correspondence. The whole platform is placedin the regularization term. This strategy has been
on the roof of a vehicle for driving assistance applica- recently presented in (Onkarappa and Sappa, 2013)
tions. showing interesting results. Hence, the energy func-
tion becomes:

Regularization

3 PROPOSED APPROACH E(U) _ /Q { (|XU+ I v+ It)z (2)
—_————
This section details the two steps of the proposed ap- Data Term
proach. First, an overview of the variational formula- + o (JAu?+|AvP)} dx.
—_————

tion used for the optical flow estimation is provided.

. .. Regularization
Then, cost functions that could be used for finding

correspondences are detailed. The resulting flow field is depicted using the clas-
sical optical flow color map, where color indicates the
3.1 Dense Optical Flow direction and intensity indicates the magnitude (Fig.

2(right) shows optical flow depicted using color map

Several variational approaches have been propose(dein_g)- Hereinaftery s will refer to the color coded
for optical flow estimation in recent years Varia- 10w field of visible spectrum sequence, whileyir
corresponds to the color coded flow field of the LWIR

Lhttp://vision.middlebury.edu/flow/ spectrum sequence.
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Figure 1: Cross-spectral stereo rig together with a comialesgstem to be used as a ground truth.

3.2 Correspondence Search

Once every pixel in both images (VS and LWIR) is

associated with a vector representing the relative mo-

tion between the camera and the pointin the 3D space
correspondences are computed.
presents three similarity measures that could be use
as correspondence functions in the flow field domain:
sum of absolute differences (SAD), sum of squared
differences (SSD), and normalized cross-correlation
(NCC) (Faugeras et al., 1993). During last decades
there have been several improvements looking for in-
variance to photometric distortions or for producing a
disparity map with sub-pixel accuracy (e.g., (Shimizu
and Okutomi, 2001), (Scharstein and Szeliski, 2002),
(Psarakis and Evangelidis, 2005)).

In the current work, since the cross-spectral

This section Jusérent work is to evaluate the validity of the proposed

4 EXPERIMENTAL RESULTS

The proposed approach has been tested using cross-
spectral image pairs from the on-board stereo rig
presented in Section 2. The main intention of cur-

scheme, instead of the accuracy of obtained results
that will need larger data sets with different scenar-
ios. Figure 2 shows a pair of VS images and a pair of
LWIR images (left column) together with their corre-
sponding dense flow field (right column). From these
flow fields the three cost functions presented in Equa-
tions (3), (4) and (5) have been evaluated. The cor-
responding sparse disparity maps obtained using the
different cost functions are similar.

In all the cases sparse representations were ob-

matching is notimplemented at the photometric level, tained since only those correspondence values with a
but at a color level corresponding to the flow field rep- COStsmaller than a given threshold were considered as
resentations, we propose to evaluate SAD, SSD andv2lid- We can conclude that moving from the cross-
NCC—their corresponding expressions are presentedSPeCtral domain to another representation, common
in Equations (3), (4) and (5), whetkrepresents the ~ © both inputs, can be useful for finding correspon-
disparity valueN the correlation window an®ll the dences. Similar conclusion was presented in the lit-
mean value of the elements in that correlation win- €7ature by mapping the given images to the Hough
dow. In all the cases the imagéss and l.wir rep- space (e.g., (Pistarelli et al., 2013)). The main prob-
resenting the flow fields are considered. At the mo- lem lies on the tradeoff between the dense optical flow
ment just a winner-take-all strategy is considered for r€Presentation and the accuracy of those flow vectors.

assigning the best matches, in the future other strate-| € dense optical flow representation is obtained by
gies will be implemented to improve results. the regularization term, which somehow smooths the

results. This smoothing indirectly affect the accuracy
during the correspondence search.

From the obtained results it is not clear which is
the best correspondence function, all of them have a
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CNCCyya) =

i) enny (vs(is §) = vs(Nxy)) - (lwir(i +d, J) — Tuwir(Nxy))

Ilvs(i, J) = lwir(i+d, J)| (3

CSSQx,y,d) = Z (IVS(i7 J) - ||-W|R(i +d, J))Z (4)

®)

\/Z(i,j)eNx,yUVS(i, 1) = vs(Nxy))2- (lowir(i +d, ) = luwir(Nky))?

QG- 1C

Figure 2: (left) Two pairs of cross-spectral images (VS and LWIR)ght) Dense flow fields used for the correspondence

search.

similar result. Another problem to be considered for 5 CONCLUSIONSAND FUTURE

future work is the lack of ground truth disparity value,

WORK

although we expect to use the Bumblebee camera (at

the left side in our stereo rig, see Fig. 1) temporal syn-

chronization problems need to be solved first (Bum- This manuscript presents an approach to tackle the

blebee work up to 1fps).
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low correlation between cross-spectral stereo images
by representing the given inputs in a common space.
It is based on the use of dense optical flow in the
cost function formulation. As a preliminary study,
we present some conclusions using different similar-
ity measures. More deep validations should be per-
formed to find the best similarity measure together
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with the best matching criteria (currently a winner- and Patterns, York, UK, August 27-29, 20Xfges
takes-all is considered). Additionally, ground truth 217-224.

values will be considered for such a validation. As Psarakis, E. Z. and Evangelidis, G. D. (2005). An enhanced
mentioned in Section 1, current manuscript is in- correlation-based method for stereo correspondence

P, with sub-pixel accuracy. 110th IEEE International
tended to show preliminary results from our approach Conference on Computer Vision, 17-20 October 2005,

and how the proposed scheme can represent an alter- Beijing, China pages 907-912.
native to overcome the lack of correlation, or to im- Scharstein, D. and Szeliski, R. (2002). A taxonomy and
prove the results from cross-spectral correspondence evaluation of dense two-frame stereo correspondence
search. algorithms.International Journal of Computer Vision
47(1-3):7-42.
Shimizu, M. and Okutomi, M. (2001). Precise sub-pixel
estimation on area-based matching. International
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