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Abstract: In this paper, we aim to develop an AR system which supports spectators who are watching a sports game using
smartphones in a spectators’ stand. The final goal of this system is that a spectator can watch information of
players through a smartphone and share experiences with other spectators. For this goal, we propose a system
which consists of smartphones and fixed cameras. Fixed cameras are set to cover the whole sports field and
used to analyze players. Smartphones held by spectators are used to estimate positions where they are looking
on the sports field. We built an AR system which makes annotation of players’ information onto a smartphone
image. And we evaluated the accuracy and the processing time of our system and revealed its practicality.

1 INTRODUCTION

Recently there are diverse styles to watch sports.
Some spectators watch a sports game in a spectators’
stand of gyms and grounds. This style has advan-
tages that they can directly enjoy an exciting game
and share their emotions with other spectators. The
other spectators do that on TV, Internet and mobile
devices. This style has advantages that they can eas-
ily get additional information about the game. We be-
lieve that it is useful to develop a system which com-
bines both merits. For instance, if spectators could
obtain additional information in a spectators’ stand,
they enjoyed watching a sports game more.

Therefore we focus on an Augmented Reality
(AR) technology which projects virtual annotations
onto a camera image. Using an AR system for smart-
phones, spectators can watch information of players
through a smartphone in a spectators’ stand like figure
1. Furthermore it is expected that they can communi-
cate with other spectators through smartphones.

In this paper, we develop an AR system which
supports spectators who are watching a sports game
using smartphones in a spectators’ stand. For this
goal, our system uses fixed cameras and smartphones.
Fixed cameras are set to cover the whole sports field
and used to analyze players. That is to say, they are
used to detect players’ positions and recognize play-
ers’ identities. Smartphones held by spectators are
used to estimate positions where they are looking on
the sports field.
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Figure 1: AR system for watching sports.

There are difficulties for achieving each part. We
have to analyze players in real time. Therefore we
simplify the state-of-the-art researches about player
detection and recognition. On the other hand we have
to estimate where a smartphone is capturing. How-
ever it is hard to estimate an accurate position on the
sports field because images captured by a smartphone
camera have few interest points in many cases. There-
fore we propose a method which estimates a homog-
raphy matrix between a smartphone input image and
the field using images and sensor information.

The contribution of this paper is to develop a mo-
bile AR system for watching sports in a spectators’
stand. We have carried out experiments to evaluate
the accuracy and the processing time of our system.
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2 RELATED RESEARCH

We introduce a research about a mobile AR system
for watching sports in section 2.1. Our system adopts
two techniques. One is to detect and identify players
on the sports field. The other is to estimate the po-
sition where a smartphone camera is capturing in the
field. We explain researches about sports player anal-
ysis in section 2.2 and a mobile AR system in section
2.3.

2.1 Sports AR System on Mobile Phones

Lee et al. proposed a mobile AR system to support
spectators who are watching a baseball game in a
spectators’ stand (Lee et al., 2011). They achieved
their goal by estimating the field, detecting players
from images captured by a mobile phone and search-
ing information of players from an information server.
However there are two problems that a camera of the
mobile phone must capture the entire field to estimate
it and players’ identities cannot be obtained.

Therefore we develop a system uses fixed cameras
and smartphones. Smartphones do not need to capture
the entire field since fixed cameras do it instead. Play-
ers’ positions and identities are obtained from images
captured by fixed cameras.

2.2 Sports Player Analysis

There are many researches about sports videos.
Player analysis is one of the most popular researches
and used for applications such as tactics analysis, au-
tomatic summarization and video annotations.

Some researchers proposed a player detection and
tracking method using broadcast cameras (Miura and
Kubo, 2008; Liu et al., 2009). However not all play-
ers’ positions are estimated by these methods because
cameras are moving and not covering the entire field.

Since we have to obtain positions and identities
of players on the whole sports field, we focused on
researches using multiple fixed cameras.

There are two approaches to detect people using
fixed cameras such as a bottom-up and a top-down
approach. In a bottom-up approach, foreground ob-
jects are projected onto a field image using the pre-
calculated homographymatrix (Khan and Shah, 2009;
Delannay et al., 2009). This approach is suitable for
a real-time processing because it can instantly detect
people. In a top-down approach, existence proba-
bilities of people are estimated using an iteration al-
gorithm based on a generative model (Fleuret et al.,
2008; Shitrit et al., 2011). This approach can accu-

rately detect people, however it requires long process-
ing time for iterations.

To recognize players’ identities, color information
and uniform numbers provide useful clues. A team of
a player is estimated from a color of a uniform (Ka-
suya et al., 2010). And a player is identified from the
team and a uniform number (Shitrit et al., 2011).

In this paper, we adopt a simplified method to de-
tect players based on the idea of Fleuret et al. (Fleuret
et al., 2008). And a team of a player is recognized
from color information.

2.3 Mobile AR System

The position where a mobile device is capturing must
be estimated for a mobile AR system. There are two
approaches to estimate it: a sensor-based and a vision-
based approach.

Many AR services adopted a sensor-based ap-
proach to roughly estimate a camera pose of a mobile
device (Tonchidot, 2009). In these services, a GPS
and an electronic compass are used to obtain a posi-
tion and a camera pose of a mobile device. Tokusho
and Feiner introduced an AR street view system us-
ing a GPS sensor and a digital pedometer (Tokusho
and Feiner, 2009). A sensor-based approach has an
advantage that a position and a pose of the device can
be obtained without complex processing. However
there is a problem that the sensors are susceptible to
noise.

On the other hand many researchers focused on a
vision-based approach for a robust AR system. Klein
and Murray demonstrated an AR system on mobile
phones using local features (Klein and Murray, 2009).
A vision-based approach has an advantage that a po-
sition where a device is capturing can be accurately
estimated by extracting local features. However it re-
quires a lot of interest points.

If the user is in the spectator’s stand, it can be as-
sumed that the camera is not translated but only ro-
tated. Therefore the capturing position can be esti-
mated easier from panorama images with a vision-
based approach. Oe et al. proposed to estimate a
camera pose and position by comparing local features
between a captured image and panorama images (Oe
et al., 2005). This approach cannot be used for sports
scene because there are few local features on the field.
Chen et al. proposed to recognize scenes using tem-
plate matching (Chen et al., 2004). In this approach,
a template image is created from panorama images,
however they consider only simple transformations
such as a rotation and a translation.

To address each problem of the sensor-based and
the vision-based approach, we proposed to combine
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Figure 2: Our proposed system.

both approaches (Miyano et al., 2012). In a vision-
based approach, a transformed image created from a
panorama image and sensor information is used to es-
timate a capturing position. Therefore we do not re-
quire the use of interest points, and can handle a com-
plicate transformation.

3 PROPOSED SYSTEM

In this paper, we define three coordinate systems:
CW (XW

,YW ) for the sports field,CC(XC
,YC

,ZC) for
a smartphone camera andCI(u,v) for an image cap-
tured by a smartphone camera (Figure 2(a)).

Coordinates of players inCW and the homography
matrix betweenCW andCI are required in real time to
project annotations about players onto a smartphone
image.

3.1 System Architecture

Figure 2(b) shows a system architecture. Our system
consists of fixed cameras and a smartphone. Fixed
cameras are used to estimate a position and a team of
each player. The smartphone is used to find a position
where the smartphone camera is capturing. Player in-
formation are exchanged through databases.

3.2 Player Analysis

We explain how to detect players and how to recog-
nize a team of a player using multiple fixed cameras
in this section. The purpose of player analysis is to
find coordinates of players inCW and to estimate a
team of each detected player. These information are
registered to the database every frame.

In preprocessing, rectangles which approximate
player’s standing area at the sports fieldCW are gen-
erated. And color histograms are computed to recog-
nize a team.

In online processing, players are detected using
foreground masks and approximate rectangles. And a
team of each detected player is recognized from pre-
calculated color histograms.

3.2.1 Preprocessing

In preprocessing, information for player analysis are
generated.

At first, we definegrids to quantize the sports field
CW . Grids are defined so that each grid describes an
area occupied by a standing player like figure 3.

Figure 3: Grids on the sports field.

Then anapproximate rectangle Ac(k) is generated
to detect and recognize players. This is defined so that
Ac(k) approximates a player who is standing at a grid
k from a camerac like figure 4(a).

These rectangles are generated from the homogra-
phy matrices between the sports fieldCW and an im-
age captured by a fixed camera.

To calculate homography matrices, images in
which people are standing on intersection points of
lines are required (Figure 4(b)). We define these im-
ages ascalibration images. 4 or more corresponding
points between calibration images and an image of the
sports field are manually selected.

From these corresponding points, two homogra-
phy matrices are calculated. One is the homography
matrixHg→h from the sports field to a head plane cap-
tured by a fixed camera. The other is the homography
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(a) Approximate rectangle (b) Calibration image (c) Points of a head plane and a foot plane

Figure 4: An image used for calculating the homography matrices.
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Figure 5: Player detection.

matrix Hg→f from the field to a foot plane captured
by a fixed camera. Red and green points in figure 4(c)
represent points on a head plane and a foot plane.

To recognize a team of each player, color his-
tograms are obtained by images of players’ uniforms.
Upper bodies of players are manually clipped from
images captured by fixed cameras because they are
regarded as players’ uniforms.

We define a color histogram as 64 dimensions.
RGB brightnesses of images are divided into 4 parts.
Therefore color histograms have 4×4×4= 64 bins.

The approximate rectangles of players, the ho-
mography matrices, and the color histograms are in-
dependently calculated regarding each fixed camera.

3.2.2 Player Detection

In online processing, players are detected through
three steps. First, a background image of each cam-
era is created. Then an existence score of a player at
each grid is estimated from a foreground mask and an
approximate rectangle of a player. Finally existence
scores from all cameras are combined.

A background images is created by adopting the
medium values of previous images (Figure 5(a)). 10
images are selected, and a background image is up-
dated every 100 frame.

As shown in Figure 5(b), a foreground mask is
generated by subtracting a background image from an
input image. Existence scores of players at all grids
are calculated from Eq. 1.pc(k) is an existence score

from the camerac which a player is standing at the
grid k. Variablew andh denote a width and a height
of an approximate rectangleAc(k). Bc(k) is the num-
ber of pixels about foreground objects which is cov-
ering Ac(k). A yellow area in figure 5(c) represents
Bc(k). rate is defined as 0.7 because about 70% of
approximate rectangles is assumed to be occupied by
foreground objects.

pc(k) = 1−
|Bc(k)−w× h× rate|

w× h× rate
(1)

Finally existence scores from all cameras are aver-
aged using Eq. 2. Note thatvi(k) is set to 1 when the
i th camera is capturing the gridk, and to 0 otherwise.
If a combined scorep(k) is larger than pre-defined
threshold value, there is a player at gridk.

p(k) =
∑C

i=1 vi(k)pi(k)

∑C
i=1vi(k)

(2)

3.2.3 Team Recognition

In online processing, a team of each detected player is
recognized through three steps. First, an image of an
upper body is clipped from an approximate rectangle
of a detected player. Then a team is recognized by
comparing to color histograms which are obtained in
preprocessing. Finally the results of all cameras are
combined.

An upper body of a player is clipped to recognize
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Figure 6: Upper bodies clipped from detected players.

a team. This is clipped from a detected rectangle at
the rate like figure 6.

Then an image of an upper body is represented as
a 64 dimensional histogram. The similarity of every
team is calculated using histogram intersection, that
is Eq. 3 (Swain and Ballard, 1991).I, M andn denote
the histogram of a detected player, the pre-calculated
color histogram and the dimension of histogram, re-
spectively.

hict (k) =
∑n

i=1 min(Ii,Mi)

∑n
i=1 Mi

(3)

Finally histogram intersections from all cameras
are averaged using Eq. 4. The team of a player stand-
ing at grid k is determined ast when hit(k) is the
largest value of all teams, and is larger than a pre-
defined threshold value.

hit(k) =
∑C

i=1vi(k)hiit(k)

∑C
i=1 vi(k)

(4)

3.3 Homography Estimation

The relation between the sports fieldCW and a smart-
phone imageCI is required to project annotations of
player information. Hence we need to calculate the
homography matrix betweenCW andCI .

There are two approaches to estimate a position
where the smartphone is capturing: a sensor-based
and a vision-based. A sensor-based approach cannot
estimate an accurate position because of a noise, and a
vision-based approach cannot be suitable for the situ-
ation without interest points. Therefore we propose to
combine a sensor-based and a vision-based approach
which does not use interest points.

In a vision-based approach, it is effective to use
panorama images for estimating a capturing posi-
tion. However interest points and a general template
matching are not adequate to apply to our situation.
Therefore we utilize sensor information as parameters
of a template matching. Reference images are created
from pre-created panorama images and sensor infor-
mation captured by an acceleration and a magnetic

sensor. Then the position is refine by comparing a
captured image with reference images.

In preprocessing, panorama images are generated.
And in online processing, reference images are cre-
ated from panorama images and sensor information.
Finally an accurate matrixHg→i betweenCW andCI

is obtained from the most similar reference image.

3.3.1 Preprocessing

In preprocessing, panorama imagesPi are generated
for image matching, and the homography matrices
Hg→Pi from the sports field to panorama images are
calculated.

The smartphone must be moved to capture im-
ages and sensor information of the whole sports field
by a user. We assumed that the smartphone is not
translated but only rotated because a spectator does
not change his seat. Therefore three angles such as a
pan, a tilt and a roll obtained from sensor information
should be considered. A pan, a tilt and a roll angle of
a camera mean rotation aroundYC, XC andZC axis in
figure 2(a), respectively.

If one panorama image were generated from all
captured images, there would be distortion of the
sports field in the panorama image. Therefore cap-
tured images are classified into several groups ac-
cording to pan angles. Then panorama imagesG =
{P1

,P2
, · · · } are generated by image mosaicing from

the every group. Figure 7 shows the example of
panorama images generated by Image Composite Ed-
itor (Microsoft-Research, 2011).

(a) Left side (b) Right side

Figure 7: Panorama images.

To know relative relation between an input image
and a panorama imagePi in online processing, a cam-
era coordinate systemCCi

center(X
Ci
center,Y

Ci
center ,Z

Ci
center) is

required (Figure 8). This is defined so that the camera
is pointing to the center of panorama imagePi. The
rotation angle(pi

center , t
i
center ,r

i
center) of CCi

center is cal-
culated from the angles of captured images that have
been used to generatePi: the medium angle between
the minimum and the maximum one in these angles.

The homography matricesHg→Pi between the
sports field and each panorama image are calculated
by manually inputting corresponding points like fig-
ure 9.
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Figure 8: Camera coordinate system regarding a panorama
imagePi.

Figure 9: Corresponding points to calculate the homogra-
phy matricesHg→Pi .

3.3.2 Creating Reference Images

In online processing, an accurate homography ma-
trix is estimated. Reference images are created from
panorama images and sensor information to estimate
a capturing position.

Reference images are created through three steps.
First, the smartphone gets an input image and a cam-
era angle. Then variation ranges are added to the an-
gle in order to handle the error of sensor information.
Finally reference images are created by clipping parts
of a panorama image at the angles which include vari-
ation ranges. An image similar to a captured image is
expected to be in these reference images.

A smartphone captures an input image and angles
such as a panpcurrent , a tilt tcurrent and a rollrcurrent ev-
ery frame. The panorama imagePi that is the nearest
to the current angle is selected to create reference im-
ages. This is done according to a pan anglepcurrent .
Rotation angles from the camera coordinate system
CCi

center to the current angle is calculated by Eq. 5.

(θ,φ,ψ) = (pcurrent − pi
center,

tcurrent − t i
center,rcurrent − ri

center) (5)

The accurate angle is assumed to be around the
angle obtained from sensors. Therefore we define
three types of variation ranges:∆p as a pan angle,
∆t as a tilt angle and∆r as a roll angle. And they are
added to Eq. 5 like Eq. 6. Multiple reference im-
ages are created based on Eq. 6. We defineQ j and
D = {Q1

,Q2
, · · · ,Q j

, · · · ,QN} as a reference image

and a group of reference images, respectively. Note
that variableN means the total number of reference
images. That is to say, if the number of∆p, ∆t and∆r
arenp, nt andnr, variableN is np × nt × nr.

(θ,φ,ψ) j = (pcurrent − pi
center +∆p,

tcurrent − t i
center +∆t,rcurrent − ri

center +∆r) (6)

To create a reference imageQ j from the panorama
imagePi, the coordinates ofQ j ’s corners inPi should
be computed. First, the coordinates ofQ j in CCi

center
are calculated from the camera angle(θ,φ,ψ) j . Then
the coordinates ofQ j in Pi are calculated by project-
ing the coordinates inCCi

center . Finally Q j is clipped
from Pi and the homography matrixHPi→Qj from Pi

to Q j is calculated.
The coordinates of the image planeQ j in CCi

center
are calculated by rotatingICi in figure 10(a). ICi

means an image when the camera is capturing the
center of the panorama imagePi. Coordinates which
represent four corners ofICi are described asaCi=
(−w

2 ,−
h
2, f ), bCi= (w

2 ,−
h
2, f ), cCi= (w

2 ,
h
2, f ) and

dCi= (−w
2 ,

h
2, f ) in CCi

center . Variablew and h mean
a width and a height of an input image of the camera.

To rotateICi, the vector from the origin ofCCi
center

to the center point ofICi should be calculated. This
vector is represented as(0,0, f ) in CCi

center . Note that
variable f means a focal length of the camera. This
vector is rotated usingθ andφ at first (Eq. 7). Then
it is used as an axis to rotate four corners byψ (Eq.
8). A coordinatea′Ci, b′Ci, c′Ci andd′Ci in figure 10(a)
denote the coordinates ofQ j in CCi

center .





X ′

Y ′

Z′



=





1 0 0
0 cosφ −sinφ
0 sinφ cosφ









cosθ 0 −sinθ
0 1 0

sinθ 0 cosθ









0
0
f





(7)

R = cosψ





1 0 0
0 1 0
0 0 1



+(1−cosψ)





X ′2 X ′Y ′ Z′X ′

X ′Y ′ Y ′2 Y ′Z′

Z′X ′ Y ′Z′ Y ′2





+sinψ





0 −Z′ Y ′

Z′ 0 −X ′

−Y ′ X ′ 0



(8)

Four corners ofQ j in Pi are calculated from these
four corners inCCi

center like figure 10(b). For example,
if coordinates inCCi

center is (x,y,z), coordinate(u,v) on
Pi is calculated using Eq. 9.

(u,v) = (x
f
z
,y

f
z
) (9)

Thus four corners inPi are obtained, the reference
imageQ j is created by clipping this region, and the
homography matrixHPi→Qj can be calculated.
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(a) RotatingICi to Q j in CCi
center (b) ProjectingQ j in CCi

center to Q j in P j

Figure 10: Calculating coordinates ofQ j in P j.

3.3.3 Image Matching

An accurate homography matrix is estimated using
reference images created in section 3.3.2.

As shown in figure 11, a reference imageQi is
linked to a camera angle(θ,φ,ψ) j and the homogra-
phy matrixHPi→Qj .

Figure 11: Reference images.

The most similar imageQg is determined by com-
paring SSD (Sum of Squared Differences) between
an input image and each reference image.HPi→Qg is
same as the correct homographymatrixHPi→i fromPi

to an input image. Therefore the homography matrix
Hg→i from the sports field to the one in a smartphone
captured image is calculated from Eq. 10.

Hg→i = HPi→i ·Hg→Pi (10)

4 EXPERIMENTAL RESULTS

We have done two experiments in order to evaluate
our proposed system. The accuracies of all processes
are evaluated in 4.1. The processing time is measured
in section 4.2.

Here is our experiment environment.

• Smartphone

– OS: Android 2.3
– CPU: Samsung Exynos 4210 Orion Dual-core

1.2GHz
– RAM: 1.00 GB

• Server PC

– OS: Windows 7 Professional 64 bit
– CPU: Intel Xeon 2.67GHz
– RAM: 4.00 GB

• Smartphone camera

– Resolution: 320 240

• Fixed cameras

– Resolution: 1920 1080
– Number: 3

• Panorama images

– Number: 3

• Variation ranges

– ∆p ∈ {−4.0,−3.0, · · · ,3.0,4.0}
– ∆t ∈ {−1.0,0.0,1.0}
– ∆r ∈ {−2.0,−1.5, · · · ,1.5,2.0}

• Databases

– PostgreSQL

Figure 12 shows the examples of images captured
by fixed cameras used in our experiments.
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(a) Camera 1 (b) Camera 2 (c) Camera 3

Figure 12: Images captured by fixed cameras.

Figure 13: The results of player detection.

Figure 14: The results of player recognition.

4.1 Accuracy

We have done experiments to evaluate the accuracy
of our proposed system. We explain an accuracy of a
player analysis in section 4.1.1, an accuracy of a ho-
mography estimation of a smartphone in section 4.1.2
and an accuracy of the whole system in section 4.1.3.

4.1.1 Player Analysis

In this section, the accuracy of a player detection and
a recognition are evaluated.

To evaluate a player detection, we calculate the
MODA (Multiple Object Detection Accuracy) value
from Eq. 11 (Kasturi et al., 2009). VariableN f means
the number of frames.nt

m, nt
f andnt

g mean the number
of miss detections, false detections and ground truths
in framet. Table 1 shows the MODA values of the
result which uses camera 1 and the result which com-
bines camera 1, 2 and 3. Figure 13 shows the result

Table 1: MODA.

Camera 1 Cameras 1-3
MODA 0.33 0.32

images which combines 3 cameras.

MODA =
∑N f

t=1(n
t
m + nt

f )

∑N f

i=1 nt
g

(11)

From these results, it seems that the our method
can accurately detect players. However the MODA
value when 3 cameras were not much different from
it when 1 camera was used. We have to consider how
to combine the results of multiple cameras.

To evaluate the accuracy of a team recognition, we
define a recognition accuracy as a proportion of the
number of correct results to the number of detected
players. Table 2 shows the recognition accuracies of
the result which uses camera 1 and the result which
combines camera 1, 2 and 3. Figure 14 shows the
result images when 3 cameras are combined.

Table 2: Recognition accuracy.

Camera 1 Cameras 1-3

Accuracy (%) 77.6 72.6

From these results, it seems that the our method
can accurately recognize a team.

A player analysis in the current system is a time-
independent process hence the correct detection and
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the recognition in a certain frame are not taken over
to the next frame. The error of player detection oc-
curred by a noise and the error of player recognition
occurred by an illumination change are expected to be
decreased by tracking players.

4.1.2 Camera Pose Estimation of a Smartphone

We project the center line of the sports field using ho-
mography matrixHg→i in section 3.3.3.Hg→i is cal-
culated according to two methods, which are using
only sensor information and using sensor information
and an input image together. Figure 15 shows the re-
sult images.

(a) Only sensor (b) Sensor & image

Figure 15: Comparison between two methods.

Additionally we calculated the projection errors.
5 points on the center line are projected onto a smart-
phone image. These points are compared with ground
truth points. We define these distance as projection er-
rors. Table 3 shows an average of the projection errors
of 50 frames.

Table 3: Projection error.

Only sensor Sensor & image
Projection error

(pixel) 19.97 8.69

From these results, it seems that the combination
of sensor information and an image is effective to esti-
mate the position where the smartphone is capturing.

4.1.3 Whole System

To evaluate the accuracy of our whole system, we cal-
culate projection errors.

Positions and team names of players are searched
from databases and they are projected onto a smart-
phone image usingHg→i . There are two teams:

”Teikyo0” for players wearing white uniforms and
”Teikyo1” for players wearing yellow uniforms. Fig-
ure 16 shows the result images.

Projection errors are calculated by comparing pro-
jected points with ground truth points.

The average of projection errors is 11.28 pixel.
The error of projecting the center line is 8.69 pixel
(Table 3). Therefore the error occurred by player anal-
ysis is 11.28 - 8.69 = 2.59 pixel. Our system might be
more robust by improving a homography estimation
because its error is larger than the error of a player
analysis.

4.2 Processing Time

In this experiment, we show the processing time. We
measured the time to analyze player (1), to register
player information to databases (2), to calculate the
homography matrix (3) and to search player informa-
tion from databases (4).

Table 4 shows the average of the processing times.

Table 4: Processing time.

(1) (2) (3) (4)
Processing time

(ms) 122.67 2.05 99.95 1.49

From this result, it seems that our proposed system
is fast enough for a real-time application.

5 CONCLUSIONS

We proposed an AR system to support spectators who
are watching a sports using smartphones in a specta-
tors’ stands.

We have achieved our goal by developing a sys-
tem which consists of smartphones and fixed cameras.
Player information are obtained from fixed cameras.
A position where the smartphone is capturing is esti-
mated from a camera and sensors of the smartphone.
Because fixed cameras cover the entire field, specta-
tors can easily retrieve information wherever a smart-
phone camera is directed toward in the field. Our sys-
tem also could be used to share annotations and com-
ments among spectators.

We have carried out experiments to evaluate the
accuracy and the processing time of our proposed sys-
tem. And we have demonstrated its practicality.

However there are several issues to consider.

• Improve player detection and team recognition.

• Recognize uniform number.

• Track player.
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Figure 16: Projecting the teams of players.

• Improve a homography estimation.

• Evaluate our proposed system online.

Our system can be expanded to the other situa-
tions such as a concert, a car race and a horse race.
To do that, the player recognition should be replaced
by recognition of actors, cars and horses. As a future
work, we plan to apply our system to the other situa-
tions.
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