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Abstract: Feature selection is an active research in machine learning. The main idea of feature selection is to choose

a subset of available features, by eliminating features with little or no predictive information, and features
strongly correlated. There are many approaches for feature selection, but most of them can only work with
crisp data. Until our knowledge there are not many approaches which can directly work with both crisp
and low quality (imprecise and uncertain) data. That is why, we propose a new method of feature selection
which can handle both crisp and low quality data. The proposed approach integrates filter and wrapper
methods into a sequential search procedure with improved classification accuracy of the features selected.
This approach consists of steps following: (1) Scaling and discretization process of the feature set; and feature
pre-selection using the discretization process (filter); (2) Ranking process of the feature pre-selection using a
Fuzzy Random Forest ensemble; (3) Wrapper feature selection using a Fuzzy Decision Tree technique based
on cross-validation. The efficiency and effectiveness of the approach is proved through several experiments
with low quality datasets. Approach shows an excellent performance, not only classification accuracy, but also

with respect to the number of features selected.

1 INTRODUCTION better explanation of the system model (Luukka,
2011).
Feature selection plays an important role in the world Therefore, the selection of features addresses the
of machine learning and more specifically in the problem of reducing dimensionality of the datasets by
classification task. On the one hand the computationalidentifying a subset of available features, which are
cost is reduced and on the other hand, the modelthe most essential for classification.
is constructed from the simplified data and this There are a variety of methods in the literature
improves the general abilities of classifiers. The to perform feature selection (Ferreira and Figueiredo,
first motivation is clear, since the computation time 2012; Kabiretal., 2012; Mladenic, 2006; Vieira etal.,
to build models is lower with a smaller number of 2012). The feature selection should be carried out
features. The second reason indicates that whenso that the reduced dataset hold as much information
the dimension is small, the risk of “overfitting” is as possible to the original set. In other words the
reduced. As a general rule for a classification problem redundant features that do not add information should
with D dimensions andC classes, a minimum of be eliminated.
10x D x C training examples are required (Jain etal., There is not a feature selection method
2000). When it is practically impossible to obtain appropriate for all types of problems. Thus, most
the required number of training samples, reducing of feature selection methods assume that the data
features helps to reduce the size of the training are expressed with values without imprecision and
samples required and consequently to improve theuncertainty. However, imprecision and uncertainty in
yield overall shape of the classification algorithm. the data, leading to low quality data, may appear in
Furthermore, if the model is used from a viewpoint a variety of problems and these kinds of data should
practical, it requires less input data and therefore be taken into account in the feature selection process,
a smaller number of measurements is necessary tobecause decisions of this process could be influenced
obtain of new examples. Removing insignificant by the presence of imprecision and uncertainty.
features of datasets can make the model moreFuzzy logic has been proved as a suitable technique
transparent and more comprehensible providing ato handle low quality data. Whenever imprecise and
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uncertain data are present, fuzzy logic is going to be and effectively with just relevant and non-redundant
used in order to select the main features so the lossedeatures. However, the number of possible feature
in information from real processes could be reduced subsets grows exponentially with the increase of
(Suarez et al., 2010). dimensionality. Finding an optimal subset is usually
Researchers are making a significant effort to intractable and many problems related to feature
incorporate the processing of data with imprecision selection have been shown to be NP-hard.
and uncertainty in different areas of machine learning: ~ Researchers have studied various aspects of
methods of classification/regression (Bonissone et al., feature selection. One of the key aspects is to measure
2010; Sanchez et al., 2005; Garrido et al., 2010); the goodness of a feature subset in determining
discretization methods (Cadenas et al., 2012b;an optimal one. Depending on evaluation criteria,
Sanchez et al., 2008); etc. In this line of work, in feature selection methods can be divided into the
this paper we propose a feature selection method thatfollowing categories, (Vieira et al., 2012):
working within the framework of the theory of fuzzy ¢ Filter Methods: this method uses measurements

logic, is able to deal with low quality data. as evaluation criteria to evaluate the quality of

This paper is organized as follows. "In Section  feature subsets. Filters select subsets of features
2 we b”eﬂy describe some of the different methods as a pre_processing Step’ independenﬂy of the

reported in literature that perform the feature selection  chosen predictor.
process, distinguishing between methods that only
work with crisp data and methods that can work with
crisp data and low quality data. In Section 3 we
briefly describe the Fuzzy Random Forest and Fuzzy
Decision Tree technigues. We use these technigques
to define the proposed approach. In Section 4
a feature selection method is proposed. Next, in
Section 5, we present some preliminary experimental ® Embedded Methods: feature selection is
results of proposed method. Finally, in Section 6 the  performed in the process of training and are
conclusions are presented. usually specific to the given modeling technique.
Proceed more efficiently by directly optimizing a
two-part objective function with a goodness-of-fit
term and a penalty for a large number of features.

e Hybrid Methods: these methods are a
combination of filter and wrapper methods.
Hybrid methods use the ranking information
obtained using filter methods to guide the search
in the optimization algorithms used by wrapper
methods. Hybrid methods are a more recent
approach and a promising direction in the feature
selection field.

e Wrapper Methods: in this case, the
classification accuracy is used to evaluate
feature subsets.. Wrapper methods use the
learning machine of interest as a black-box
to score subsets of features according to their
predictive power.

2 FEATURE SELECTION

In many machine learning applications,
high-dimensional feature vectors impose a high
computational cost as well as the risk of “overfitting”.
Feature selection addresses the dimensionality
reduction problem by determining a subset of
available features which is the most essential for
classification.

A feature selection a|gorithm determines how HOWeVer, feature Selection methOdS can be a|SO
relevant a given feature subset’‘is for the task  categorized depending on search strategies used.
“y" (usually classification or approximation of the Thus, the following search strategies are more
data). In theory, more features should provide more commonly used, (Mladenic, 2006):
discriminating power, but in practice, with a limited e Forward Selection: start with an empty set and
amount of training data, excessive features will not  greedily add features one at a time.
only significantly slow down the learning process, but
also cause the classifier to overfit the training data,
as irrelevant or redundant features may confuse the
learning algorithm, (Duda et al., 2001). ) , ,

In the presence of hundreds or thousands of ® Forward StepvylseSelectmnstartwnh an empty
features, researchers notice that it is common that a  S€t and greedily add or remove features one at a
large number of features are not informative because ~ UMe.
they are either irrelevant or redundant with respect e Backward Stepwise Elimination: start with a
to the class concept, (Vieira et al., 2012). In other feature set containing all features and greedily add
words, learning can be achieved more efficiently or remove features one at a time.

e Backward Elimination: start with a feature
set containing all features and greedily remove
features one at a time.
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e Random Mutation: start with a feature set Forest ensemble is used to carry out the feature
containing randomly selected features, add or selection process for classification of microarrays.
remove randomly selected feature one at a time The method gets a measure of importance for each
and stop after a given number of iterations. feature based on how the permutation of the values of

that feature in the dataset affects to the classification

a brief survey of feature selection methods in the of the OOB dataset of each decision tree of ensemble.

literature, according to the handling of low quality There are feature sel_ectl_on mef[hods W_h'Ch are
data allowed by the method. Thus, we distinguish Ny developed to be applied in specific algorithms of
between feature selection methods from crisp data classification or regression. In (Guyon et al., 2002)
(lacking imprecise and uncertain values) and feature & mthod IS proposed to treat with support vector
selection methods from low quality data where the machines. In th's method features_ are_rec_:urswely
uncertainty and imprecision in the dataset are explicit, '€Moved according to a feature ranking criteria.

As we will be able to see the number of methods ~Other papers make use of sequential forward
belonging to the second category is small. search (SFS) for feature selection. This approach is
used in (Battiti, 1994) where the mutual information

between a feature and class and between each pair of
features is used as a measure of evaluation. Another
; [ i method based on SFS is presented in (Pedrycz and
In the literature we can find a variety of methods to \,,kovich 2002). In this study, each feature is

carry out feature selection from crisp data. In this jnqeyad according to its importance using a clustering
section we briefly describe some of them without algorithm.  The importance is assessed as the
being exhaustive. 'y, . ) difference between the Euclidean distance of the
A search strategy, which is' used in various gyamples and the cluster, taking into account and
studies, is the ant colony optimization. A regardless a feature. The larger the difference is the
hybrid ant colony optimization based method is ore important this feature is.
proposed in (Kabir et al, 2012). This method apgther well known method to select features is
utilizes a hybrid s_earch technique that comb_mes proposed in (Kira and Rendell, 1992). This method,
the wrapper and filter approaches. The algorithm ., a4 Relief, is a filtering method that uses a neural
modifies the standard pheromone update and heuristiG,eyork and the information gain in order to select
information measurement rules based on the above, ¢t of features. In (Casillas et al., 2001) a neural

two approaches. Another algorithm is proposed henyork is also used to evaluate a subset of features
in (Vieira et al., 2012). The algorithm uses two hreiously selected with a genetic algorithm.

cooperative ant colonies that cope with two different There are methods that carry out feature selection

Obl‘?Ct!V_eSI minimizing th? number of fe_a_tures and process and simultaneously they also develop other
minimizing the classification error. Ind|V|duaI_ant functionalities. In (Ferreira and Figueiredo, 2012),
cqlomes a(rje used ;[jo copehW|th t.h? cont_rad|.ctorr]y a based decision rules method carries out a feature
criteria, and are used to exchange information in the geection process and a discretization features process
optimization process. ! ) at the same time. This method tries to minimize the
Moreover in the literature we can find d|ff_eren_t decision error in neighborhood with an unsupervised
feature selection methods which are applied in 555040k 1n (He et al., 2011), a method to select
specific fields. In (Saeys et al., 2007) a feature (o4 res and samples is developed. This method is

selection process is applied in the field of the based on neighborhood too, but from a supervised
prediction of subsequences that code proteins (COdingapproach.

potential prediction). Proteins are presented as crisp
data. For the problem of the analysis of protein . .
coding, Markovpmodel is one of tk?e mostpused. 2.2 Feature Selection from Low Quality
Although for more accuracy and better results this Data
model is usually combined with other measures, such
asin (Saeys et al., 2007), where a hybrid algorithm is As we have discussed above, there are a lot of
proposed. This algorithm is composed in its first part methods to carry out feature selection process from
by the Markov model, which calculates a score for all crisp data. Although most of them use the fuzzy
feature sets, genes in this case, and these scores sentegic theory in the development of method, they
as input to a support vector machine that selects thedo not perform the feature selection process from
most relevant genes for protein analysis. low quality data. This is because algorithms for
In (Diaz-Uriarte and de Andrés, 2006), a Random preprocessing datasets with imprecise and incomplete

Given the aim of this work, below we will conduct

2.1 Feature Selection from Crisp Data
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data are seldom studied, (Sanchez et al., 2008). This3 FUZZY DECISION TREE AND
problem is compounded by the difficulty of finding FUZZY RANDOM FOREST
datasets with low quality data to test developed

methods. That is why, until where we have been able

to study, there are few papers in the literature that bl q 2
work with low quality data. In this subsection, we (FRF) ensemble and Fuzzy Decision Tree (FDT),
will briefly describe these works. (Cadenas et al., 2012a), which we use to define the

In the literature there are some studies that proposed approach. o ]
carry out feature selection taking into account the _ FRF ensemble was originally presented in
uncertainty in the data through fuzzy-rough sets. In (Bonissone et al., 2010), and then extended in
this line, in (Jensen and Shen, 2007) a fuzzy-rough (Cadenas et al., 2012a), to handle imprecise and
feature selection method is presented. This methoduncertain data. In this section we describe the basic
employs fuzzy-rough sets to provide a means by elements that compose a FRF en_semble and t_he types
which discrete or real-valued noisy data (or a mixture Of data that are supported by this ensemble in both
of both) can be effectively reduced without the need '€@ming and classification phases.
for user-supplied information.  Additionally, this
technique can be applied to data with continuous or 3.1  Fuzzy Random Forest Learning
nominal decision features, and as such can be applied
to regres_s_ion as well as classific_:ation Qatasets. TheLet b e
only additional information required is in the form
of fuzzy partitions for each feature which can be
automatically derived from the data.

A widely used measure to perform feature
selection process from crisp data is the mutual — —
information. In (Sanchez et al., 2008), this measure is FRFleaming(in: E, Fuzzy Partition out: FRF)
extended with the fuzzy mutual information measure - begin
between two fuzzified continuous features to handle 1. Take a random sample OE| examples with

In this section, we describe a Fuzzy Random Forest

FRF learning phase uses
Algorithm 1 to generate the FRF ensemble whose
trees are FDTs.

Algorithm 1: FRF ensemble learning.

imprecise data. In this paper, this measure is used replacement from the datadet

in combination with a genetic optimization to define 2. Apply Algorithm 2 to the subset of examples
a feature selection method from imprecise data. obtained in the previous step to construct a
In (Suarez et al.,, 2010), the Battiti’s filter feature FDT.

selection method is extended to handle imprecise data 3. Repeat steps 1 and 2 until all FDTs are built to
using the fuzzy mutual information measure. constitute the FRF ensemble.

In (Yan-Qing et al., 2011) another method that  end
works with low quality data is proposed. In this
case, the paper presents a study of theoretical way i ) _
for feature selection in a fuzzy decision system. This _ Algorithm 2 shows the FDT learning algorithm,

proposal is based on the generalized theory of fuzzy (Cadenas etal., 2012b). _
evidence. Algorithm 2 has been designed so that the

Therefore, since the number of papers in the FDTs can be constructed without ConSidering all the
literature that work directly with low quality data is features to split the nodes and maximum expansion.
scarce, in this paper we propose a new method in Algorlthm 2isan algorithm to construct FDTs where
order to work with low quality data. This method the numerical features have been discretized by a
allows to handle datasets with: missing values, values fuzzy partition. The domain of each numerical feature
expressed by fuzzy sets, values expressed by intervaldS represented by trapezoidal fuzzy sefs, ..., Fs
and set-valued classes. Furthermore, the proposed© €ach internal node of the FDTs, whose division
method can be classified as a Filter-Wrapper methodis based on a numerical feature, generates a child
with sequential backward elimination on the subset of hode for each fuzzy set of the partition. Moreover,

features obtained by the Filter method. Algorithm 2 uses a function, denoted by n(€),
that indicates the degree with which the examgle

satisfies the conditions that lead to nddef FDT t.
Each example is composed of features which can
take crisp, missing, interval, fuzzy values belonging
(or not) to the fuzzy partition of the corresponding
feature. Furthermore, we allow the class feature to be
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Algorithm 2: Fuzzy decision tree learning.

FDecisionTree(n: E, Fuzzy Partitionout: FDT)

begin

1. AsSign XruzzyTreeroot(€) = 1 to all examples
e € E with single class and replicate the
examples with set-valued class initializing their
weights according to the available knowledge
about their classes.

. Let A be the feature set (all numerical
features are partitioned according to the Fuzzy
Partition).

3. Choose a feature to the split at the ndde
3.1. Make a random selection of features from

the setA.

Compute the information gain for

each selected feature using the values

XEuzzyTreeN (€) Of eache in nodeN taking

into account the functionsimie for the

cases required.

Choose the feature such that information

gain is maximal.

4. Divide N in children nodes ‘according to
possible outputs of the selected feature in the
previous step and remove it from the getlet
En be the dataset of each child node.

5. Repeat steps 3, 4 with each,(A) until the
stopping criteria is satisfied.

end

3.2.

3.3.

set-valued. These examples (according to the value of

their features) have the following treatment:

e Each example used in the training of the FDT
t has assigned an initial valug root(€) = 1 to
all examples with a single class and replicate the
examples with set-valued class and initialize their
weights according to the available knowledge
about their class.

According to the membership degree of the
examplee to different fuzzy sets of partition of
a split based on a numerical feature:

— If the value of e is crisp, the examples
may belong to one or two children nodes,
i.e., Hfuzzysetpartition(€) > 0. In this case
Xt,childnodée) = Xt,node(e) : Ufuzzyser_partition(e)-

— If the value ofe is a fuzzy value matching
with one of the sets of the fuzzy partition
of the feature,e will descend to the child
node associated. In this casgchildnodd€) =
Xt,node(e)-

— If the value ofe is a fuzzy value different
from the sets of the fuzzy partition of the

feature, or the value of is an interval value,
we use a similarity measur@simii(-), that,
given the feature Attr” to be used to split

a node, measures the similarity between the
values of the fuzzy partition of the feature and
fuzzy values or intervals of the example in that
feature. In this casext childnoded®) = Xt.node-
Hsimil (€).

When the examplee has a missing value,
the example descends to each child node
node, h = 1,...,H; with a modified value
proportionately to the weight of each child
node. The modified value for eaamode,

is_calculate asXnode,(€) = Xnode(€) - TT);”::deg
whereTXnode IS the sum of the weights of the
examples with known value in the feature
at nodenode and TXnoge, iS the sum of the
weights of the examples with known value in
the featurei that descend to the child node

node,.

3.2 Fuzzy Random Forest Classification

The fuzzy classifier module operates on FDTs of
the FRF ensemble using one of these two possible
strategies: Strategy 1 - Combining the information
from the different leaves reached in each FDT to
obtain the decision of each individual FDT and then
applying the same or another combination method to
generate the global decision of the FRF ensembile;
and Strategy 2 - Combining the information from all
reached leaves from all FDTs to generate the global
decision of the FRF ensemble.

4 THE PROPOSED APPROACH

The proposed approach is classified as a hybrid
method with sequential backward elimination on the
subset of features obtained by the Filter method.
Figure 1 shows the framework of the proposed
approach which consists of main steps: (1) Scaling
and discretization process of the feature set; and
feature pre-selection using the discretization process;
(2) Ranking process of the feature pre-selection
using FRF ensemble; and (3) Wrapper feature
selection using a classification technique based on
cross-validation. Moreover, in this framework (Figure
1), we want to emphasize that in each step, the
approach obtains information useful to the user
(pre-selected feature subset, ranking of the feature
subset and optimal feature subset).

Figure 2 presents the details of the proposed
method.
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FILTER METHOD ‘WRAPPER METHOD
| —
| i
{| Data preprocess i

Dataset i i Ranking process
E>E I P( of features E> Feature subsets

|| Obtaining subset |i
of features |

pN -

Pre-selected Ranking of the pre- Optimal feature
feature subset selected feature subset subset

Figure 1: Framework of the proposed approach.

FRF classifier

Classification accuracy

Termination
criteria yes

Figure 2: Details of the proposed approach.

[ Dataset | / Initial feature sﬂ In (Cadena_s et _al.,_ 2012b), a _hybrid methqd
for the fuzzy discretization of numerical features is
presented. The aim of this method is to find optimized
fuzzy partitions to obtain a high classification
accuracy with the classification techniques. The
method makes use of two techniques: a FDT and
[Datasety | <] Selected feature subset | a Genetic Algorithm. This method consists of two
stages: in the first one, a FDT is used to generate a set
of initial divisions in the numerical feature domain; in
the second one, a Genetic Algorithm is used to find a
| Ranking subset of selocted feams| fuzzy p_aﬁition by refi_ning the initial set of div!sions,
7 determining the cardinality, and defining their fuzzy
|thdate ——r offeamres boundaries. This discretization method is used in our
, approach to feature pre-selection.
ﬂ 4.1.2 Obtaining Pre-selected Features
For steps (1), (2) and (3) of the framework of
the proposed approach, we use Fuzzy Random
Output the optimal i Forest (Cadenas et al.,, 2012a) and FDT (Cadenas
subset of features et al., 2012a) learning techniques. One of the
characteristics of these two techniques is the need
to have datasets with numerical features discretized.
The main steps and algorithms are discussedintheTheY use the optimized partition o_btal_ned n the
following subsections previous preprocess. Note that_ln th|§ dls.cretlzapon
' process some features may be discretized into a single

. interval.
4.1 Filter MethOd for Feature Hence, these latter features can be removed
Pre-selection without affecting the discriminating power of the
original dataset. Thus, after removing these features,
4.1.1 Data Preprocess we obtain a pre-selection of the feature set. With this

subset, we transform the initial dataset into another
|nitia||y' the data are treated to the proper Operation dataset that contains only the pre-selected features.
of the proposed approach. We carry out a scaling and
discretization. 4.2 Ranking Process
The main advantage of scaling is to avoid features
in greater numeric ranges dominating those in smaller From  pre-selected feature subset and the
numeric ranges. Each feature is linearly scaled to corresponding dataset, we propose a measure in

the range [0,1] by’ = ™%, wherevis original  order to calculate the importance of these features.
value,V is scaled value, andyax, andmin, are upper ~ This measure uses information obtained by an FRF
and lower bounds, respectively, of the featare ensemble obtained from these data.
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From the feature subset and the dataset obtainedAlgorithm 4: Combining information INF.
with the filter method, we apply FRF technique. With  IMPFRF(in: INF, T; out: IMP)
the FRF ensemble obtained, Algorithm 3 describes _
. i . ! F hFDT t=1td@
how information provided for each FDT of the oreac
ensemble is compiled and used to measure the FOreach feature a=1 {4\

importance of each feature. Repeat for all nodeN where featur@ appears
If Pna= i thenIMPia = IMPa + pi - Ena, With

Algorithm 3: Information of the FRF technique. i > 0 andP.ootnode= 0

INFFRF (in: E, Fuzzy Partitions, T; out: INF) For each feature a=1 té\|

Building the Fuzzy Random Forest (Algorithm 1)

IMP,.. — __MPta_min(IMP,)

For each FDT t=1td of the FRF ensemble ta = maxTMP)—min(TMPy)
Save the featura chosen to split each nodé IMPa = IMP5 - OOB
number of exampleBEn, and the depth of that The vectolMP; is ordered in descending order,
nodePya, in INF,. IMP,,
Obtain the classification accura&cg of the where o; is the permutation obtained when
FDT t with its correspondin@OB dataset. orderinglMP;

More specifically, the information we get from
each FDT for each featura s the following: OWA operators are known as compensation

o Number of examples of node (Exa) where the operators. They are _operators of aggregation of
featurea has been selected as best candidate toUmeric-information-that consider the order of the

split it. assessments that will be added.
e Depth level of nodeN (Pya) where featurehas  Definition 1. LetY = {yi,...,yn} be, withy € [0,1],
been selected as best candidate to split it. the set of assessments that we want to add and W

{wy,...,wn} its associated weight vector, such that

e Classification accuracyAcg of FDT t when W e [0,2, with 1 <i<n, ands" ;w — 1. OWA

class!fy the datas@OB. _ _ operator, O, is defined as:
Algorithm 4 details how the informatiomNF n
obtained from the FRF ensemble is combined where O(Y1,---,¥n) = Z wj - bj
=1

pi is the weight we assign to a featusedepending
on the place where it appears in the FDTAfter the
information is combined, the output of this algorithm

where b is the j-th largest v:':llue in the setY B
{by,...,bn} such that b> b;, if i < J).

is a matrix (MP) where is stored for each FOTand O
for each feature, the importance value obtained in When applying the OWA operator, we are
the FDTt for the feature. considering every tree of the ensemble as an expert

The idea behind the measure of importance of giving his opinion about the importance of the
each feature is using the features of the FDTs problem variables. In our case, we haveordered
obtained and the decision nodes built with them. sets. Given a weight vectdW, the vectorRANK
One feature that appears at the top of a FDT is represents the ranking of the pre-selected features
more important in that FDT than another feature that subset and is obtained as follows:
appears in the lower nodes. And, a FDT that has an ~OWAIMR=W-IMP,fort=1,...,T
classification accuracy greater than another to classify T
the corresponding OOB (dataset independent of the ~RANK, = ZOWA|MRot(a>, fora=1,...,|A|
training dataset) is a better FDT. The final decision is t=
agreed by the information obtained for all FDTs. The vectoRANKis ordered in descending order:

As a result of the Algorithm 4, we obtain for each RANKs.

FDT of FRF ensemble a ranking of importance of

the features. Specifically, we will haferankings of 4.3 Wrapper for Feature Selection
importance for each featuge Applying an operator

OWA, we add all into one ranking. This final ranking Once the ranking of the pre-selected feature subset,
indicates the definitive importance of the features. RANKg, is obtained, we have to find an optimal subset

OWA operators (Ordered Weighted Averaging) of features. One option to search the optimal subset is
were introduced by Yager in 1988, (Yager, 1988). by deleting a single feature at a time until the specified
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criteria is fulfilled. The process starts from the whole Table 2: Results.
set of the pre-selected features and eliminates features
sequentially backward until the desired feature subset
is achieved. We will eliminate the features with lower % accur. #fe. % accur. #fe. % accur. #fe.
value in the ranking obtained. AUS 84.7807 14 84.7807 14 85.94,,4 2 0.068
All subsets of features obtained by this process GER 73.9G44 24 73.9Q44 19 74.4Q,1A 17 0.028
are evaluated by a machine learning method. The HEA 827255 13 82.7355 11 84.0%g14 5 0.029

dataset obtained from each subset of features is :9”\'\‘/' ?g'%g-% %4 ?g-%g-% 189 ?g"gg%: 145 8'8%
: : (360 (%60 0247 .
used to learn and test. We use a machine learning SON 80.7%46 60 80.7%46 17 81.2847A 16 0.500

Unselect Pre-selection Opt. Selection p-val

method that supports low quality data with a process SPEC82.43 5, 44 82.430, 7 83.1%g¥ 5 0.208
of cross-validation. The subset with the highest wBC 96.637; 9 96.6377 9 96.434,¥ 6 0.594
classification accuracy value will be the optimal WDC 95.43 g9 31 95.43g9 11 95.43g50— 9 0.294
feature subset obtained by the proposed approach. WIN 97.19 g5 13 97.199s 8 97.199— 4 1.000

— Size of the ensemble: 120 FDTs

— Random selection of features from the set of
; available featuredngy|A|
5.1 The Datasets and the Experlmental e \lector to combine the information ofNF

Setup (Algorithm 4): p=(1,5,5,2, %, PN§+l"") with
Pna the depth of nodeN which contains the
The proposed approach is going to evaluate by means. . featurea. . Vector values-are defined inversely
of experiments on various datasets selected from~ proportional to the depth of the considered node,
the UCI machine learning repository (Asuncion and relaxing the decrease between levels.
Newman, 2007). These datasets used to test the . . .

) ; e Normalized weights vector for calculating
proposed approach are summarized in Table 1. We OWAIMP. W — (1,1 1) with |A the
have included in these datasets a 10% of fuzzy values. : AT 2 A )

This percentage does not affect to the class feature. Number of features. ~ This vector defines a

In addition, some of these datasets contain missing ~ Standard preference relation when using these
values. operators.

5 EXPERIMENTAL RESULTS

Table 1- Datasets. e In wrapper selection:

— Cross-validation is used to evaluate the

Dataset Abbr_[E| Al TFE? performance of the feature selection. The
Australian credit AUS 690 14(6-8) 2 Y Y number of folds is set to be k=5.

German (credit card) ~ GER 1000 24 (24-0) 2 Y N — FDT technique (Algorithm 2) using a complete
Statlog Heart HEA 270 13(13-0) 2 ¥ N selection of features on nodes to expand, and
lonosphere ION 351 34(34-0) 2 Y N . o . ’
Pima Indian Diabetes PIM 768 8(80) 2 Y Y using as stop criteria: to find a pure node or
Sonar SON 208 60(60-0) 2 Y N minimum number of examples.

SF_’ECTF heart SPEC 267 44(44-0) 2 Y N

Wis. Br. Cancer (org) WBC 699 9(9-0) 2 Y Y 52 Evaluation of the Classification

Wis. Diag. Br. Cancer WDC 569 31(31-0) 2 Y N

Wine WIN 178 13(13-0) 3 Y N Performance

This experiment is designed to evaluate the
Table 1 shows the number of example&l), performance of the proposed approach. The
the number of featuregA|) (in brackets, numerical  herformance of the selected feature subset is
and nominal features) and th_e r_1umber of classesgyguated by FDT technique using an independent
() for each dataset. Columi indicates that each  agting data. Table 2 indicates the percentage of
dataset co.ntalns. fu_zzy values and colulmn.? |nd|cates‘.3“,erau‘:]e classification accuracy (mean and standard
that contains missing values. “Abbr” indicates the deviation) for a 5-fold cross-validation test and the
abbreviation of the dataset used in the experiments. gajected features subset.
The experimental parameters are as following: Table 2 shows average classification accuracy
e Parameters of the FRF ensemble (Algorithm 1). for the initial dataset (Unselect), for the dataset
We have used the default values derived from the using only the pre-selection feature subset and for
analysis performed in (Bonissone et al., 2010):  the dataset with the optimal selected feature subset
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Table 3: Feature subsets.

Ranking of the pre-selected features Optimal selected subt
AUS  14-8-10-13-7-9-5-3-2-6-12-1-4-11 8-14
GER  3-1-2-4-6-5-10-11-20-21-16-9-17-24-12-14-19-18-22 2-3-4-5-6-9-10-11-12-14-16-17-19-20-21-24
HEA  13-12-3-10-11-9-5-1-7-2-6 3-10-11-12-13
ION  5-8-24-16-7-1-18-14-10-34-25-23-30-17-6-9-32-33-4 5-6-7-8-10-14-16-17-18-23-24-24-25-30-34
PIM  8-2-6-7-5-3-1-4 2-6-7-8
SON  11-51-28-12-49-36-58-52-2-60-44-16-55-53-54-26 212116-28-36-44-49-51-52-53-54-55-58-60
SPEC 40-16-44-18-38-23-27 16-18-38-40-44
WBC 2-3-6-4-1-7-9-8-5 2-3-6-4-7-1
WDC 23-8-21-24-29-28-22-20-19-10-12 8-19-20-21-22-2328429
WIN  13-7-10-12-1-5-9-8 7-10-12-13

retrieved by the proposed approach. Moreover, in However, explicit imprecision and uncertainty in
each case we show the number of features of thethe data, leading to low quality data may appear
dataset and the p-value for the classification accuracyin a variety of problems. Researchers are
of Unselect and Optimal selection. making a significant effort to incorporate the
To obtain these p-values, we make an analysis processing of data with imprecision and uncertainty
of results using the Wilcoxon signed-rank in different areas of machine learning: methods of
non-parametric test. This test is a pairwise test classification/regression, discretization methods, etc.
that aims to detect significant differences between  We have proposed a feature selection method that
results. — Under, the null hypothesis, it states that working within the framework of the theory, of fuzzy
the results are equivalent, so a rejection of this logic is able to deal with low quality data.
hypothesis implies the existence of differences inthe  The proposed approach is classified as a hybrid
classification accuracy. method that combines the filter and wrapper methods.
Table 3 shows the ranking of the pre-selected The framework consists of main steps: (1) Scaling
feature subset and the optimal selected feature subseaind discretization process of the feature set; and
retrieved by the proposed approach. feature pre-selection using the discretization process;
The results indicate that the optimal feature (2) Ranking process of the feature pre-selection using
subset selected by the proposed approach has a verg Fuzzy Random Forest ensemble; and (3) Wrapper
good classification performance when working with feature selection using a classification techniques
low quality datasets. For AUS, GER, HEA, ION based on cross-validation. This wrapper method starts
and PIM datasets there are significant differencesfrom the complete set of the pre-selected features
among the observed results with a significance level and successively eliminates features until the desired
below 0.07, being the classification accuracy of the feature subset is achieved. We eliminate the feature
Optimal selection better than Unselect; and for other with the lowest ranking obtained. Subsets of features
datasets do not exist significance differences betweenobtained by this process are evaluated using the FDT
the classification accuracy of Unselect and Optimal technique.
selection, but, the proposed approach retrieves a In each step, the approach obtains information
smaller number of features. useful to the user: pre-selected feature subset, ranking
of the feature subsets and optimal feature subset.
The experiments were designed to evaluate the
6 REMARKS AND performance of the proposed approach with low
quality dataset. The results indicate that the optimal
CONCLUSIONS feature subset selected by the proposed approach has
. . o . agood classification performance when working with
Feature selection is one of the main issues in o, quality datasets. Proposed approach retrieves

mach_me .Iearmng and more . specifically in the a smaller number of features that achieve a better
classification task. An appropriate feature selection performance than the unselect. According to our

has demonstrated great promise for enhancing theyeg its, we believe that it is interesting to follow this
knowledge discovery and models interpretation. line of work

There are a variety of methods in the literature
to perform feature selection. But, most feature
selection methods assume that data are expressed with
values without explicit imprecision and uncertainty.
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