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Abstract: This paper describes a semi-supervised learning method that uses smartphone usage data to identify friend-
ship in the one-class setting. The method is based on the assumption that friends share some interests and
their smartphone usage reflects this. The authors combine a supervised link prediction method with matrix
factorization which incorporates latent features acquired from the application usage and Internet access. The
latent features are optimized jointly with the process of link prediction. Moreover, the method employs the
sigmoidal function to estimate user affinities from the polarized latent user features. To validate the method,
fifty university students volunteered to have their smartphone usage monitored for 6 months. The results of
this empirical study show that the proposal offers higher friendship prediction accuracy than state-of-the-art
link prediction methods.

1 INTRODUCTION

With the prevalence of social networking services
(SNSs) such as Facebook, Twitter and MySpace, the
mining of social network data is attracting more at-
tention because the results appear promising for in-
creasing the sales of products and services through
marketing strategies such as viral marketing.

However, according to a survey (Keller and Fay,
2009), such effects are mostly observed in real face-
to-face inter-personal relationships rather than in cy-
ber relationships on SNSs at this moment. This im-
plies that the social networks acquired from SNSs are
not sufficient to acquire friend networks. Although
other information such as phone calls and/or e-mail
records is considered to be useful for identifying the
desired friend networks, they are, in practice, very
difficult to collect on a massive scale due to privacy
concerns. Moreover, they still reflect only a part of
the whole network. Fig.1 shows a real example of
the friend networks collected by the authors (details
are shown in a later section). Solid lines represent
the friends captured by monitoring phone calls for 6
months. Dotted lines are showing the ground truth
obtained by questionnaires. The figure implies that,
in reality, only a small portion is likely to be observ-
able, and thus the capability to predict friendship from
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Figure 1: An example of friend network.

a small set of known links is important. This mo-
tivated the authors into proposing a semi-supervised
method to predict friendship relations by utilizing ap-
plication execution and web access histories on smart-
phones, rather than monitoring communication activ-
ities directly. The idea is based on the assumption that
friends share some interests, a characteristic known as
homophily(McPherson et al., 2001), and their smart-
phone usages reflect this.

A straight forward approach to predicting friend-
ship is to apply link prediction methods. Link pre-
diction is a common binary classification task and
has been used in many studies (Lü and Zhou, 2011).
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Friendship prediction is seen as a subtask of link pre-
diction. However, there are three major difficulties
with friendship prediction not solved by existing link
prediction methods;

One-class Setting.Since it is virtually impossible to
monitor all activities of a pair of people, it is pos-
sible that they are friends even if no interaction
is observed between the pair. Thus, in practice,
we cannot distinguish known absent link from
unknown link. Therefore, available observations
consist of known present links only, i.e. positive
samples only, and no negative samples are avail-
able for learning.

Sparse Friend Network. In general and practical
settings, the number of friends is extremely small
compared to the total number of participants. In
conjunction with the one-class setting, this yields
a small number of known links, i.e. most links re-
main unknown.

Affinity Differs from Similarity. General node sim-
ilarity approaches such as cosine similarity do not
always match the characteristics of friendship, es-
pecially given that node information is highly di-
mensional and sparse.

Existing missing link prediction methods can be
classified into two types: (1) topological-information-
based and (2) node-information-based. The first type
uses only known network structure such as common
adjacent nodes or paths between nodes. Well-known
methods are Jaccard Similarity (Lü and Zhou, 2011)
and Adamic/Adar (Adamic and Adar, 2003). These
methods are problematic if the known network is
sparse. The second type uses information of nodes
as well as known network structure; they try to pre-
dict links even if a node is isolated from known links.
Since the number of known links is small for friend-
ship prediction as mentioned above, the proposed
method takes the node-information-based approach.
Two state-of-the-art node-information-based link pre-
diction methods were proposed recently.

Latent Feature Model: Menon et al. proposed a su-
pervised learning method to predict links by ap-
plying latent feature model (LFL) in (Menon and
Elkan, 2010) and (Menon and Elkan, 2011). This
method tries to minimize the loss between pre-
dicted results and known present/absent links by
adjusting latent features. Yang et al. proposed
Joint Friendship and Interest Propagation (FIP)
which combines latent feature models for user–
user and user–item (Yang et al., 2011).

Link Propagation: Kashima et al. proposed the
Link Propagation method; it tries to propagate

known links using observed node features with
pre-specified kernel (Kashima et al., 2009). If ob-
served node features are highly dimensional and
sparse, it is not trivial to construct the proper ker-
nel.

Besides the works related to link prediction, sev-
eral data-oriented approaches have been reported for
friendship prediction. The data used are;

1. Location data such as GPS coordinates: (Wang
et al., 2011), (Eagle et al., 2009), (Scellato et al.,
2011),

2. Bluetooth encounter data: (Quercia et al., 2010),
(Eagle et al., 2009),

3. Call records: (Wang et al., 2011), (Mirisaee et al.,
2010).

Although location trajectory and encounter data
show a strong correlation to friendship, they cap-
ture only the relationships that yield frequent physi-
cal contacts. Call records are hamstrung by privacy
issues and so are impractical for this purpose.

The authors’ basic idea to overcoming the one-
class setting and the sparsity of friend networks is to
incorporate rich user information for friendship pre-
diction. Here, rich user information means applica-
tion execution and web browsing histories. Applica-
tion execution and web browsing are universal activi-
ties for any smartphone user, and so it is reasonable to
expect those histories to be available for most users,
unlike friendship links. Since standard operating sys-
tems can create the logs needed, it is also practical in
terms of deployment. Moreover, application execu-
tion and web browsing histories are potentially infor-
mative enough, since recent research (Fujimoto et al.,
2011) showed that user’s interests can be extracted
from the web browsing history. However, note that
we need to extract interests from histories, since they
are expressed by items and are not directly observ-
able.

Yang et al. proposed a strategy similar to that of
the FIP model in (Yang et al., 2011); it enables the
incorporation of user–item interaction into user–user
modeling. However, they assume that the item is the
key point of interest and focus in obtaining latent fea-
tures from the observed node (i.e. user and item) in-
formation, not from user–item interaction, because of
its different problem setting.

Here, the authors propose to employ matrix factor-
ization to extract latent user features from each user’s
application execution and Internet access records.
The authors believe matrix factorization on user–item
interaction is promising as a method to identify latent
features, since it is successful in collaborative filtering
by extracting users’ and items’ latent features from
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the observed user–item rating matrix (Koren et al.,
2009). The supervised link prediction method is mod-
ified to incorporate matrix factorization, so that the re-
sults of matrix factorization are optimized jointly with
link prediction. Moreover, to better model friend-
ship, the authors propose a specifically designed affin-
ity measure that reflects the assumed correlation be-
tween friendship and the degree of interest matching.
This approach allows the proposed method to opti-
mize latent features (obtained by matrix factorization
with all user–item observations) and link prediction
(supervised by known links only) simultaneously in
terms of the proposed affinity measure through semi-
supervised learning. To the best of our knowledge,
this is the first paper to propose friendship prediction
in the one-class setting with an evaluation conducted
on realistic data.

In summary, this work makes the following con-
tributions;

• Proposed semi-supervised friendship prediction
method that combines supervised link prediction
method with matrix factorization technique in or-
der to acquire latent features from smartphone ap-
plication execution and web access histories. It
also employs a specific affinity measure based on
a prior knowledge of the level of interest match-
ing.

• Validation of the method by real monitored data
from 50 university students.

This paper is organized as follows. Section 2 ex-
plains our formulation. Section 3 describes the pro-
posed method for friendship prediction. Section 4 ex-
plains the collected data and evaluation results. Sec-
tion 5 concludes the paper.

2 FORMULATION

2.1 Supervised Link Prediction

A supervised link prediction method using known
node informationX is formulated as identifying un-
known parametersθ that minimize the following ob-
jective function;

min
θ

{

∑
(i, j)∈O

ℓ(Gi j ,Ĝi j (X,θ))+λΩ(θ)

}

, (1)

whereO represents the set of known links.G is ann×
n adjacency matrix that indicates the graph structure,
in which each element takes one of three values, 0,
1 and ? representing a known absent link, a known
present link, and an unknown link, respectively. Here,

n represents the number of nodes. Note that in the
one-class setting, the value ofGi j takes either 1 or ?.
Ĝ represents the predicted graph structure.ℓ is a loss
function,Ω is a regularization term (e.g.ℓ2 norm) and
λ is a weight parameter for the regularization term.X
represents a set of known node information such as
observed features.θ represents the set of unknown
parameters to be acquired.

During the training phase, unknown parameters,
θ, are obtained by optimizing the objective function
Eq.1. Upon completion of training,̂G gives predictive
results for unknown links using the identifiedθ and
the known node informationX.

2.2 Matrix Factorization and Latent
Feature

In the context of friendship prediction, letX be
a user–item matrix which represents observed fre-
quency of item usage on each user. The dimension
of X is U × I , whereU and I represent the number
of users and items, respectively. The equation below
describes the matrix factorization ofX;

X ≈ WH . (2)

MatricesW andH are the outcome of matrix fac-
torization. W becomes a latent user feature matrix
whose dimension isU × L, andH becomes a latent
item feature matrix with dimension ofL× I . HereL
is a given constant positive integer which defines the
number of dimensions for the latent features. Eq.3 is
the typical objective function used,

min
W,H

{

‖X −WH‖2+λ′Ω′(W,H)
}

, (3)

whereΩ′ is a regularization term (e.g.ℓ2 norm) and
λ′ is a weight parameter of the regularization term.

3 PROPOSED METHOD

3.1 Affinity Measure

To predict friendship, identifying the proper covariate
is one of the key requirements. Cosine similarity of
node features is a commonly used conventional mea-
sure. However, the possibility of being friends does
not always follow such “similarity”. For instance,
suppose userA has several interests such as baseball,
fishing and camping. UserA’s friend, userB, does
not necessarily like all of them. Typically, userB
shares only a few of the interests. Here, intuitively
we can see that the key factor in friendship is exis-
tence of common topics of interest. In other words,
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Table 1: Parameters in the proposed method.

Parameter Type Explanation
α Controlled A weight parameter for the supervised term in Eq.8
β Controlled A weight parameter for the matrix factorization term in Eq.8

λ′′′ Controlled A weight parameter for the regularization term in Eq.8
g Controlled Gain of sigmoid function in Eq.5
th Controlled Flexion point of sigmoid function in Eq.5

= threshold
L Controlled The number of latent feature dimensions

= Number of columns of matrixW
= Number of rows of matrixH

W,H Inferred Latent user / item matrix

the strength of interest is much less important in pre-
dicting friendship. Thus, based on this consideration,
the authors propose to model affinity between useri
and j, denoted byfi j , as the inner product of polar-
ized latent user features using the following sigmoidal
functions;

fi j (W) =
σ(wi) ·σ(w j)

L
, (4)

where,

σ(wi) =

(

1

1+e−g(wi1−th)
, · · · ,

1

1+e−g(wiL−th)

)

.

(5)
Here,wi represents the latent user feature for user

i; it is a vector extracted from theith row of matrix
W, wi = (wi1, · · · ,wiL). th andg represent a threshold
and a gain of sigmoid function, respectively.σ(wi)
polarizes each component of vectorwi using sigmoid
function, thus the value offi j ranges 0≤ fi j ≤ 1.

3.2 Embedding Latent Features to
Supervised Link Prediction

In the one-class setting,Gi j is always 1 for any(i, j) ∈
O. In addition, affinity fi j acts as the covariate of̂Gi j
for friendship prediction. Thus, Eq.1 can be modified
into;

min
W

{

∑
(i, j)∈O

ℓ(1, fi j (W))+λ′′Ω′′(W)

}

. (6)

In order to combine affinity measure with super-
vised link prediction, Eq.3 and Eq.6 need to be op-
timized simultaneously. Therefore, by merging Eq.3
and Eq.6, the objective function is defined as;

min
W,H

{

α ∑
(i, j)∈O

ℓ(1, fi j (W))+β‖X −WH‖2+λ′′′Ω′′′

}

,

(7)

whereα andβ are mixture weight parameters (α,β >

0). In Eq.7, the matrix factorization process, i.e., the

second term, provides additional constraints regard-
ing the latent features for the supervised link predic-
tion process, i.e., the first term.

If the loss functionℓ employs simple absolute loss,
Eq.7 can be modified to;

min
W,H

{

α ∑
(i, j)∈O

(1− fi j (W))+β‖X −WH‖2+λ′′′Ω′′′

}

.

(8)

Here, standardℓ2 norm is typically used for regu-
larization termΩ′′′;

Ω′′′ = ‖W‖2+ ‖H‖2. (9)

3.3 Parameter Estimation

To perform an empirical study, the steepest descent
method was applied to optimize Eq.8 because of its
ease of implementation. Table 1 lists the parame-
ters used in the proposed method. Control parameters
were determined experimentally based on extensive
parameter search so that the parameters achieved the
best optimization of the objective function (Eq.8).

After completion of optimization, highfi j val-
ues indicate that user pair(i, j) are more likely to be
friends.

4 EXPERIMENTAL EVALUATION

4.1 Collected Data

Fifty university students voluntarily contributed by
becoming monitored subjects; proper informed con-
sent was given. Every student knew at least one of the
other participating students. Each student received a
smartphone XperiaR© on which an application to mon-
itor user activities was installed. They were instructed
to use it freely for about 6 months (February 2011
– September 2011). The collected logs include two
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types of records; (1) application execution, and (2)
access to Internet contents through the browser. Each
log record included timestamp, terminal ID, and asso-
ciated strings depending on its type, that are listed in
Table 2.

Table 2: Collected logs.

Type Log
Application exec. Application package name
Internet access Access URL

Fig.2 and Fig.3 represent statistical data for “Ap-
plication execution” and “Internet access”. Fig.2
shows the daily transition in the volume of collected
log records. Fig.3 shows the daily transition in the
number of unique users.
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Figure 2: The volume of collected log records.
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Figure 3: The number of unique users.

User–item matrixX was acquired from the col-
lected logs. The column dimension of matrixX be-
came 4,974, which is the total number of application
package names and URLs appearing in the logs. Each
element ofX indicates the frequency of item usage
during the period, i.e. total number of times the corre-
sponding application was launched or the correspond-
ing URL was accessed.

In addition to the log records collected, an exit
questionnaire was conducted in order to obtain the
ground truth of friendships at the end of monitoring.

The authors asked students whom he or she had called
or received call(s) from during the experimental pe-
riod regardless of the phone used. Fig.1 shows the
results. According to the results, there were 157 pairs
of students who made phone calls during the period.
Here the authors treat these user pairs as the ground
truth of friendship.

4.2 Analysis of Collected Data

First, the authors tested whether simple affinity mea-
sures such as cosine similarity were capable of iden-
tifying friendship from the raw behavioral data col-
lected. Letxi denote the vector that is the row of
matrix X for user i; its length is 4,974. Similarity
measures shown below were calculated for each user
pair (i, j).

• Cosine similarity (CS):

CSi j =
xi ·x j

‖xi‖‖x j‖
. (10)

• Dot product of binarized vectors (DB):

DBi j = x′ i ·x′ j , (11)

where,
x′ i = (x′i1, · · · ,x

′
iL), (12)

x′ik =

{

1 if xik > 0,
0 otherwise . (13)

• Dot product of log normalized vectors (DL):

DLi j = x′′i ·x′′ j , (14)

where,
x′′i = (x′′i1, · · · ,x

′′
iL), (15)

x′′ik =
log(xik +1)

maxi′{log(xi′k+1)}
. (16)

In addition, by borrowing the concept of LSA (La-
tent Semantic Analysis (Deerwester et al., 1990)),
possible user features were calculated by SVD (Sin-
gular Values Decomposition) with designated rank
numberl . Cosine similarities were calculated based
on the outcome.CS_RD denotes this result.

By sorting the user pairs according to calculated
similarity (descending order), recall factors were ob-
tained from the top-k, see Fig.4. The dashed diago-
nal line shows the baseline of random sampling. The
figure reveals that the similarity measures offered no
discrimination ability on either the raw data or the
dimension-reduced data yielded by SVD. This im-
plies that non-supervised approaches cannot be pre-
dicted friendships from such behavioral data.
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Figure 4: Top-k recall factors based on similarity of behav-
ioral data.

4.3 Performance Evaluation

Performance of the proposed method was compared
with that of the LFL model (Menon and Elkan, 2011),
a state-of-the-art link prediction method. Menon et al.
described in their paper a method to combine their
LFL model with observable side-information such
as node-information, as a possible extension to the
model. However, their approach assumes that the
side-information independently contributes to the pre-
diction performance as a source of performance im-
provement. As we saw in the previous section, be-
havioral data is not expected to directly improve the
prediction performance in our case. Thus here, the
authors employed the LFL model without using be-
havioral data as a performance reference. The authors
are not aware of any existing method which can uti-
lize such behavioral data for link prediction.

Performance was evaluated by precision and recall
on the topk predicted user pairs using the 3-fold cross
validation approach. As for 3-fold cross validation, to
simulate a realistic problem setting, only one third of
the positive links were used as known links for train-
ing, that means all of the rest were treated as unknown
for training. The other two thirds of the positive links
and all of the non-friend pairs were included in the
test set. For both methods, the best performing set
of control parameters were used in the evaluation; the
parameters were determined from the results of a pre-
liminary parameter scan. Table 3 lists values of some
control parameters used in the evaluation. To draw
a Precision-Recall graph,k was swept from 10 to 50
in steps of 10. Results are shown in Fig.5. The pro-
posed method demonstrated higher performance than
the LFL model.

Table 3: Parameter settings for performance comparison.

Parameter LFL Proposed
Latent feature dimensionL 50 100
Loss function log mae
Regularization weightλ 0.0 0.0
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Figure 5: Precision-Recall graph.

5 CONCLUSIONS

This paper proposed a semi-supervised method for
friendship prediction. The method utilizes matrix fac-
torization for the user–item matrix to acquire latent
user features. The latent user features are embed-
ded into the process of supervised link prediction, so
that the latent user features are optimized jointly in
terms of known friendship links and observed user
item interactions. An affinity measure specifically de-
signed for latent user features on friendship prediction
was also proposed. An extensive empirical evalua-
tion was conducted using real data collected from uni-
versity students. The results confirmed that the pro-
posed method outperforms an existing state-of-the-art
method.

Possible extensions and further study items in-
clude;

• Employing stochastic gradient descent method in
the optimization process to improve its scalability

• Versatility should be studied by using different
types of data

• Model extension to include other aspects such as
FIP model
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