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Abstract: This paper presents a time-varying Gabor filter bank predictor for use with vehicle tracking via surveillance 
video. A frame-based 2D Gabor-filter bank is selected as a primary detector for any changes in a given 
video frame sequence. Detected changes are localized in each frame by fitting a bounding box on the 
silhouette of the vehicle in the region of interest (ROI). Arbitrary motion of each vehicle is fed to a non-
linear directional predictor in the time axis for estimating the location of the tracked vehicle in the next 
frame of the video sequence. Real-time traffic-video experimentation dictates that the cone Gabor filter 
structure is able to tune itself into a selected target and trace it accordingly. This property is highly desirable 
in the fast and accurate moving vehicle or target tracking purposes in range and intensity driven sensing. 

1 INTRODUCTION 

This work focuses on the tracking of multiple 
vehicles by fitting them with image oriented 
bounding boxes as the ROIs and predicting their 
positions in a given traffic image sequence using a 
Gabor filter bank. Detecting the ROIs is carried out 
by using a bank of Gabor filters to determine the 
relevant ROI, paired with change detection and 
analysis to track objects from frame to frame. Many 
other traffic surveillance and prediction methods 
have been proposed and implemented for the same 
purposes. Such schemes include the studies Wang, 
et. al, 2006, Maire and Kamath, 2005, Celenk and 
Graham, 2008, Zhi-fang and Zhisheng, 2007, Wang 
and Lien, 2008, Atev and Papanikolopoulos, 2008, 
Taj, Maggio, and Cavallaro, 2008, Qian Yu, and 
G´erard Medioni, 2008. Our approach uses the 
Gabor filtering as an estimator for robust ROI 
detection.  

Gabor filters are able to discriminate the 
minimum bound via concurrent utilization of the 
spatial and the spectral domain information. 
Moreover, an extension application of the Gabor 
filter is the Gabor filter bank, which is comprised of 
a set of Gabor filters of different frequencies and 
orientations that provide a complete cover of the 
spatial frequency domain. An example is Macenko 

et al.’s (2007) work, which provides both a good 
explanation of the approach to using Gabor filtering 
and a highly relevant practical application in lesion 
detection within the brain. The following sections 
describe the overall approach and experimental 
results. Conclusions are given at the end. 

2 TRACKING BY GABOR 
FILTER BANK 

In this paper, the vehicle tracking problem is tackled 
by selecting the Gabor filter bank responses as the 
error invalidation criterion for estimation based 
tracking and surveillance. The basic premise behind 
the underlying objective is that prediction of an 
entire image is not necessarily useful, desired, or 
even practical. In lieu of this reasoning, the Gabor 
filter is chosen to help determine an ROI in the next 
frame as the most likely location of the moving 
target. More specifically, the current frame’s results 
are projected “forward” for processing in the next 
frame as illustrated in Figure 1. The approach has a 
flaw in its operation due to the fact that only a 
portion of the each frame is processed. This is 
alleviated by interspacing a full frame analysis every 
few frames. Assuming piece-wise linearity, 
prediction of a vehicle V in the next frame at time 
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t +1 from its identified location in the present frame 
t is defined by 

( ) ( ), ; 1 , ;x yV x y t V x d y d t+ = − −   (1) 

where dx and dy are the horizontal and vertical 
displacements of the vehicle in the next frame, 
respectively. Notice that these two displacements are 
determined by the speed of the motion of a vehicle. 
Piece-wise linearity assumption will not be a 
limiting factor for the generality of the method being 
presented here since any motion can be represented 
as a superposition of piece-wise linear motion. 
Keeping this in mind, frame rate needs to be 
sufficiently high to maintain a steady sample flow of 
moving target or vehicle. 

 
Figure 1: Gabor filter projective estimation in time. 

Initially, the first two frames are used to detect 
any changes due to the vehicle motion. Based on the 
bounding box ROI results of this initialization step, a 
Gabor filter bank is generated as one per ROI using  

( ) ( ) ( ), , x yj x yh x y g x y e ω ω+
= ⋅      (2) 
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That is, ( ),g x y  is a Gaussian that is spatially scaled 
and rotated by θ . Sx and Sy are the variances along 
the x and y axes and are equal to λσ and σ, 
respectively. The parameter σ is the spatial scaling, 
which controls the width of the filter impulse 
response. The value λ  defines the aspect ratio of the 
filter, which determines the directionality of the 
filter. The orientation angle θ  is usually chosen to 
be in the direction of the filter’s center circular 
frequency (θ = tan−1ω x ω y ). In the proposed 

system, the current frame is fed to a Gabor filter 
bank which calculates the output images for a series 
of Gabor bases with varying orientations. Here, the 
filter bank, which has a set of frequencies and 
orientations, will cover the spatial-frequency space 
and capture as much shape information as possible. 
A combined Gabor saliency map is produced from 
these resultant images. A set of bounding boxes is 
created with the saliency image and previous error 
results from the two corresponding Gabor filter. The 
prediction error (E) is calculated as  

( ) ( ) 2
, ; 1 , ;

R

E c x y t c x y t dxdy= + −⎡ ⎤⎣ ⎦∫∫  (4) 

( ) ( ) ( ), ; , ; , ;c x y t V x y t h x y t= ∗   (5) 

( ) ( ) ( ), ; 1 , ; 1 , ; 1c x y t V x y t h x y t+ = + ∗ +  (6) 

Here, c x, y; t( )  represents the convolution of the 
vehicle image value ( ), ;V x y t  with the Gabor filter 

impulse response ( ), ;h x y t in the video frame at time 

t, ( ), ; 1c x y t +  denotes the convolution of the 

tracked vehicle image value ( ), ; 1V x y t +  with the 
Gabor filter’s impulse response function 
( ), ; 1h x y t +  in the image taken at time t+1, and R is 

the region of support, or local spatial region used to 
estimate dx and dy, respectively. The solution to 
equation (4) requires the solution of  

∂E
∂R

= 0    (7) 

Since the analytical solution of equation (7) is a 
nonlinear problem due to the randomly varying 
nature of R, the solution space is searched iteratively 
using the initial value and an incremental adjustment 
term. For computational efficiency, the estimated 
ROIs are searched in nine different positions for 
vehicles’ images which match to those found in 
previous frames. The search strategy selected in this 
work is similar to the Matching Pursuit transform 
and the corresponding Gabor wavelets (Servais, 
2006). In our case, however, the Gabor wavelet basis 
functions are adaptively formed in accordance with 
the shape and size of each vehicle being tracked.  

3 EXPERIMENTAL RESULTS 

A pair of data sets is used in experimentation from 
the Institut für Algorithmen und Kognitive Systeme 
of Karlsruhe University’s traffic image sequence 
database; e.g., the Taxi and Rheinhafen sequences. 

MULTIPLE VEHICLE TRACKING USING GABOR FILTER BANK PREDICTOR

633



Images provided in the databases are in 2-D 
intensity format. The 2-D scene data used for this 
experiment is from a static surveillance camera. In 
the collected images, only the scene contents move 
while the camera remains stationary. The Taxi and 
Rheinhafen video frames have been converted into 
JPEG images for the sake of commonality with 
resolutions of 256x191 and 688x565, respectively. 
Figure 2 shows two example images from the 
selected databases depicting the scenes from which 
they were acquired. 

 
Figure 2: Samples from Taxi and Rheinhafen databases. 

In the implementation, we follow the same 
discrete formulation of the Gabor filter as in 
Macenko et. al (2007), which specifies the Gabor 
filter variables to be Sx = 1 , Sy = 1 , and 
θ = 0,π 4,...,π , ..., 7π 4{ }. Eight different 
orientations for the Gabor filter bank are adapted 
since more would not provide any significant 
improvement and fewer would begin to lose 
significant information about the image content. The 
aforementioned eight orientations have been realized 
via the nine predicate templates of size given by the 
bounding boxes obtained at time t. Below, the nine 
templates are shown in the order in which the spatial 
coordinates x and y are offset from the predicted 
location at position zero.  

 
Figure 3: Spatial offset templates. 

Upon passing an image through the filter bank 
consisting of nine Gabor wavelets arranged in the 
above shown structure, we have created a combined 
saliency image as described in (Celenk, Zhou, 
Vetnes, and Godavari, 2005). The saliency image 
has the background saliency map subtracted to leave 

only the correct region of interest (ROI). The 
resulting ROI is then passed through a noise 
reduction and blocking filter to remove specks 
which result from small background changes and to 
square the edges of the ROI to improve reliability.  

Figure 4 shows the results of the algorithm’s 
tracking features. Over the course of the image 
progression, the algorithm tracks the movement and 
contents of the ROI boxes and attempts to isolate 
and track relevant objects. The red lines in the figure 
represent the tracked path of the objects, while the 
numbers act as bounding box labels. Close 
observation of the images shows that there are 2 
kinds of tracked bounding boxes. One  type is the 
single blue box as seen with regards to boxes 2 and 
3, and the double lines green and blue boxes. 
Regions such as those of 2 and 3 exist because their 
associated feature is no longer being tracked, at least 
in the current frame. This can happen for one of 
three reasons; the object has moved off the screen, 
tracking has been temporarily lost on the object, or 
the object is an erroneously tracked region as in the 
case of region 3. Region 3 was an artifact associated 
with region 1 that was tracked across several frames.  

 
Figure 4: Tracking of various moving vehicles. 

Quantitative measurements of tracking error 
have been made in the least mean square sense 
(LMSE) yielding an acceptably low tracking error as 
in (Celenk and Graham, 2008). Here, the main goal 
is to capture and track the moving objects in various 
road conditions. Figure 5 illustrates the progression 
of tracking over time, while Figure 6 simply shows 
an overlay of both Figures 4 and 5 at a slightly later 
time. Comparing the images of Figures 4, 5, and 6 
with the Rheinhafen data as seen from Figure 2 
gives a better idea of exactly how the objects have 
progressed. 
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Figure 5: Progression of tracked boxes. 

 

Figure 6: Overlap of tracking and progression data. 

4 CONCLUSIONS 

This paper presents a time-varying Gabor filter bank 
predictor for use with vehicle tracking via 
surveillance video. Detected changes are localized 
and motion is fed to a non-linear directional 
predictor in the time axis for estimating the location 
of the tracked vehicle in the next frame of the video 
sequence. Real-time experimentation has shown that 
the cone Gabor filter structure can adjust itself into a 
selected target and track its motion. This property is 
highly desirable for processing a fast moving vehicle 
or target tracking purposes. Future work involves 
extending the plane structured Gabor filter bank to a 
3D spatio-temporal arrangement with feature 
selectivity. For high performance and/or real time 
implementation the Gabor filter bank lends itself to 
parallel (e.g., GPU or FPGA) implementation. 
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