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Abstract. This paper addresses the problem of feature selection within classi-
fication processes. We present a comparison of a feature subset selection with
respect to two boosting methods, Adaboost and ADTboost. In our evaluation, we
have focused on three different criteria: the classification error and the efficiency
of the process depending on the number of most appropriate features and the
number of training samples. Therefore, we discuss both techniques and sketch
their functionality, where we restrict both boosting approaches to linear weak
classifiers. We propose a feature subset selection method, which we evaluate on
synthetic and on benchmark data sets.

1 Introduction

Feature selection is a challenging task during image interpretation, especially if the
images show highly structured objects with a rich diversity in variable environment,
where single variables are lowly correlated with the classification target. Also, feature
selection is used in data mining to extract useful and comprehensible information from
data, cf. [9]. One classical approach is principal component analysis, which reduces the
dimension of the feature space by projecting all features, cf. [1]. The resulting feature
set of a PCA is not a subset of all candidate features, but combinations of the original
features. Thus, the PCA is not an appropriate tool, if one wants to obtain a real subset
of features for further investigations. However, the feature weighting in Adaboost and
ADTboost may directly be used as a heuristic for feature selection. The paper inversti-
gates the potential of these two methods on synthetic and benchmark data.

Typically, one uses a data set of training samples to select a subset of appropriate
features and to train a classifier. Then, the effect of this feature selection and the clas-
sification is evaluated on a different data set, the test samples. There are three different
costs which have to be observed during this evaluation:

1. the classification error and
2. the efficiency of the process depending on

(a) the number of most appropriate features and
(b) the number of training samples.

Problem Specification. The problem can be formalized as follows: Given is a data
set of N training samples (xn, yn), where xn = [fn

1 , .., f
n
D] is a D-dimensional feature

Drauschke M. and Förstner W. (2008).
Comparison of Adaboost and ADTboost for Feature Subset Selection.
In Proceedings of the 8th International Workshop on Pattern Recognition in Information Systems, pages 113-122
Copyright c© SciTePress



114



115



116



f1 < 0.4 0.4 ≤ f1 ≤ 0.6 f1 > 0.6
f2 > 0.6 −0.1149 −0.5203 0.1609

0.4 ≤ f2 ≤ 0.6 0.1849 −0.2205 0.4607
f2 < 0.4 −0.1609 −0.5663 0.1149

. (5)

The bold entries in the table above document false predictions of the strong classi-
fier. This applies to 32% of the data. When proceeding with a larger set of candidates,
Adaboost could choose several other axis-parallel classifiers as f1 < 0.5, and so the
classification could furtherly get improved.

The boosting process using alternating decision trees starts with a prior classi-
fication using the first predictive value α0 = −0.04. Then, the we determine the
weak classifiers (including their precondition) in the following order: h1 = true ∧c1,
h2 = h1 ∧ ¬c3, h3 = ¬h1 ∧ ¬c4 and h4 = h3 ∧ c2. After four iterations, the resulting
classifier has the in this example expected classification rate of 100%. And the strong
classifier determines the following predictions:

∑
rt(x) f1 < 0.4 0.4 ≤ f1 ≤ 0.6 f1 > 0.6

0.6 ≤ f2 0.79 −1.11 −0.57
0.4 < f2 < 0.6 0.81 −1.09 1.62
f2 ≤ 0.4 −2.22 −1.09 1.62

. (6)

Fig. 1. Simple example with with 2 features and 2 classes (red and blue). Left: weak classifiers of
Adaboost. Middle: weak classifiers of ADTboost. Right: Alternating Decision Tree of ADTboost
result.

Comparison. Although we have demonstrated the functionality of Adaboost and
ADTboost on a very simple synthetic data set of two non-overlapping classes, we are
able to assert one major difference between both approaches. We designed our weak
classifiers such that each classification within Adaboost is a interpretable as a division
of the 2D feature space into two half spaces. The T linear classifiers form a partition
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Fig. 2. Error rates of Adaboost (solid blue line) and ADTboost (dashed red line), where the train-
ing step was based on 30 (left) and 350 (right) samples from the synthetic data set.

Fig. 3. Error rates of Adaboost (solid blue line) and ADTboost (dashed red line), where only the
best feature (left) and all ten features have been used for testing on the synthetic data set.

Experiments on Benchmark Data. For our experiments, we chose the four bench-
mark data sets breast cancer, diabetes, german and heart1, which have
been edited as two-class problems by [12]. Due to the limited space, we mainly present
the results of the breast cancer data set.

Our tests have a similar setup as the tests on the synthetic data. For each test, we
randomly selected up to 350 samples for training and testing. Then, we randomly sepa-
rated 100 samples (between 30% and 40% of the data) for testing, and the rest could be
used for training. Again, we repeated these tests 100 times. The breast cancer dataset
contains 263 samples of nine features. Some of the average error rates of our tests are
listed in tab. 1 and shown in figs. 4. We are very pleased that our lowest classification
errors is in the same range as the results of [12]. For the other two benchmark data

1 available at http://theoval.sys.uea.ac.uk/matlab/default.html
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samples used for training 10 30 50 80 110 150 RBF AB
Adaboost, 1 feature selected 0.48 0.47 0.44 0.42 0.46 0.41

5 features selected 0.39 0.38 0.32 0.34 0.30 0.32
all 9 features 0.37 0.35 0.31 0.30 0.28 0.29 0.276 0.265

ADTboost, 1 feature selected 0.48 0.27 0.30 0.26 0.28 0.24
5 features selected 0.48 0.28 0.30 0.26 0.30 0.28

all 9 features 0.48 0.28 0.30 0.26 0.30 0.28 0.276 0.265

Fig. 4. Experiments on the breast cancer data set: Error rates of Adaboost (solid blue line) and
ADTboost (dashed red line), where the training step was based on 150 samples (left) or only the
best feature was selected (right).

sets, we obtain error rates which are not in the same range as in [12], but almost twice
as high. Thus, our linear weak classifiers are not suitable for these data sets. If the two
classes are badly separable by single-feature threshold classification, ADTboost either
favors weak classifiers with many preconditions, and their classification fraction con-
cerns only few samples, or the alternating decision tree is has almost no tree structure,
but contains many weak classifiers which share the same precondition.

The error rates of Adaboost decrease almost monotonously because of the reason-
able ranking of the weak classifiers. The tree structure of the strong classifier of ADT-
boost leads to complications when choosing a subset from it. We assume that the pruned
weak classifiers may have important effects on the classification result of several sam-
ples. If we have a tree with a large depth, any sensible feature selection scheme can lead
to bad classification results. We need to investigate the unexpected behaviour of ADT-
boost, showing increasing error rate when selecting more features. We assume that this
is due to the overfitting of ADTboost.

6 Conclusion and Outlook

We compared Adaboost and ADTboost with respect to our new proposed feature subset
selection method. So far, we implemented both classification techniques considering
only linear weak classifiers. Thus, we obtain reasonable and good results on synthetic
data and those benchmark data sets, where the linear classifiers are feasible. We are
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