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Abstract. Previous works [2, 3, 6] have proposed to check information consis-
tency and to detect misbehavior nodes for the OLSR protocol based on semantic
and trust properties. The basic idea is that each node uses only local observations
to detect attacks without having to collaborate with other nodes. The objective of
this paper is to prove the effectiveness of such approaches by presenting simula-
tion results.

1 Introduction

Several studies have been carried on to secure protocols for ad-hoc networks, where
nodes communicate directly with each other to relay messages without the support of a
central entity. We are interested by the Optimized Link State Routing protocol (OLSR)
[5]. This protocol presents an optimization of the classical link state algorithm adapted
to the requirements of a mobile wireless LAN. The concept used in the protocol is
the multipoint relays (MPRs). MPRs are nodes which broadcast messages during the
flooding process. This method substantially reduces the message overhead as compared
to a classical flooding mechanism, where every node retransmits each message when it
receives the first copy of the message.

In ad-hoc networks, the establishment of the routing table is associated to a pro-
cess of trust construction through cooperation among nodes for discovering neighbors,
selecting routers and announcing topology information. Thus, each node has to verify
the expected scheduling and content consistency of protocol messages, enabling the
mistrust of the other misbehavior nodes during this process [2, 3].

In previous works [2, 4] we have proposed for OLSR the integration of semantics
checking and trust reasonings into each node, so as to allow a self-organized control
to help nodes to detect attacks about modification of OLSR control messages. In ad-
dition, our proposal does not change the OLSR protocol and is compatible with the
bare OLSR. The objective of this paper is to prove the effectiveness of our approach to
the integration of trust reasoning in OLSR protocol to detect attacks by presenting the
simulation results.

The paper is organized as follows. Section 2 presents notations and the trust specifi-
cation language. Section 3 summarizes our previous works. Synthesis and simulation of
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our approach are presented in section 4. Finally, we cordlu&ection 5, and present
our future works.

2 Notations

In OLSR, each node maintains its local vision of the netwdtkis vision consists in
the following sets:

— M ANET: the set of the whole MANET nodes,

— NSx (Neighbor Set): the set of symmetric neighbors of the n&de

— 2H N Sx (2-Hop Neighbor Set): the set of 2-hop neighbors of the nkide

— M PRSx: the set of nodes selected as MPR by the n&d&V/ PRx C NSx),
that is the nodes that are in charge of routing and forwaritiagpackets sent hi .

— MPRSSx (MPR Selection Set): the set of symmetric neighbors whiole se-
lected the nod& as MPR (M PRSSx C NSx),

— RTx (Routing Table): the routing table of the node

The node collects the information needed to maintain italleision of the network by
exchanging HELLO and TC messages. For these messages,ave not

— x PELLO v x T9 v respectively, the reception by nodé of HELLO and

TC messages fromnodé (HELLO = LSy andTCy = M PRSSy),

— x T *, X DATAx - The broadcast by of a TC or respectively a data message

to be forwarded by its MPRs.

— X "8 v absence of an awaited TC message from ridde

_ x PATAx v supposing that” is MPR of X, this notation indicates the absence

of an awaited DATA message generated®yand forwarded by nod¥.

For specifying the clauses concerning trust in the protowel use the language
proposed by [7] which allows to express trust by the fact thaih entity A trusts
an entity B in some respect, informally means thétbelieves thatB will behave in
a certain way and will perform some action in certain spedficumstances. With
this language, the clauses relating to trust in routing afp@ms are expressed with the
following notation:

— the expressiom trustsys, (Nodes) means thatd trustsB (B € Nodes) to for-
ward its messages. Otherwisénot trusting relation is noted bytrusts,

3 Synthesis of Previous Works

In our previous works [2, 4], we have specified the impliditstrin OLSR, i.e. the trust
relationships that should exist between the nodes acaptdithe OLSR protocol. Then
we have focused on the detection of attacks on MPR selegtiwere the attacker abuses
the properties of the selection algorithm (HELLO messaggearts and scheduling) to
be selected as MPR. In this section we review the resultsasktvorks.
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Thus, each node is able to verify the behavior of each neiglshah verification
can be improved by correlating the information provided lyghbors. First, a node
can check the consistency between the HELLO messages @fidfisbors:

x HELEOy x HELLO 7 7 ¢ NSy,Y ¢ NSy = X—trusts(Y,Z) (1)

Second, a node can check the consistency between the HELd D@messages of its
neighbors:

x MPHOTOY y x HELLO 7 7 e TCy,Y ¢ MPRSy, = X—trusts(Y) (2)

Third, a node can check the consistency of MPR selectionautéthg table of its neigh-
bors and verify that the resulting information they annaiisacoherent with the locally
observed information:

NSy CNSB,3Z e TCANTCp = X—trusts(A, B, Z) 3)

It is worth to point out that the mistrust reasonings cannetetime allow the precise
identification of the misbehaving node, but allow the détecof inconsistent behavior
related to a group of nodes which includes the attacker.

4 Simulation Results

In previous works [2, 4], we have illustrated the effectiges of trust reasoning for at-
tacks detection using small / trivial attack schemes, wiieeeattacker's position was
important to the success of the attack. However, the simoulatith large scale ad-hoc
networks is necessary to prove the effectiveness and dapaibithe attack detection,
whatever the position of the attacker and the number of nod#s network. In this
section, we discuss the simulation of OLSR with the intégreof the previous formu-
lae. We evaluate the effectiveness of our approach undemusaattack scenarios, and
the capacity of mistrust based verifications to identifydttacker nodes.

4.1 Implementation

We have used the GlomoSim Simulator and the OLSR patch deseloy the Niigata

University [1] to simulate the attacks and previous formeuld/e have added to this
patch a module implementing mistrust rules, and severatlagcenarios. In our sim-
ulations, ad-hoc networks are composed of different nurabaodes (30, 50 and 100
nodes) which are placed randomly. Moreover, the attackerselected randomly, and
each one selects randomly an attack scenario, as well aoétaegets according the
selected attack. However, since the ad-hoc networks halve stabilized to allow the

attacker to perform the previous attacks, we have considbed nodes are not mobile.
In the following, we discuss only results with 100 nodes gghme first attack scenario
which takes place according to the following steps:

1. The attacked identifies targef’, its neighbors and 2 hop neighbors.
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2. The attackerd detects its common neighbors with the tar@etand modifies its
HELLO messages to advertise their neighbors as symmetighipers as well as
an additional fictitious nod&’.

3. The attacker advertises as its MPR selectors the ta@jatp neighbors in its TC
messages’Y € NSANNSp,VZ € NSy, Z ¢ NSp:TCy=TCsUZ X.

According to OLSR specification, the target has to selectattecker as MPR because
it provides reachability for the nodes and X, and so the attacker can control some
target’s flows.

4.2 Results and Discussion
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Fig. 1. Simulation results with 100 nodes.

The diagram (a) in (4.2) presents simulation results of #te of nodes which are
able to detect the attack compared to the total number ofsniodie network. As we
can see, the percentage of detection never reaches 100%\vEloby analyzing the
results for each situation, we have deduced that the pergemompared to the total
number of nodes in the network was not significant, since teeipus formulae do not
allow the detection by all the nodes of the network, but onjythe concerned nodes
that are directly or indirectly impacted in the attack seenée.g., the target, the nodes
used by the attacker to perform the attack and the attaclghiners).

According to this, in the second step of simulations, we hde&ded to study the
percentage of the concerned nodes that detect the attacthdtpwe first have identi-
fied the concerned nodes for each attack scenario. Sinceticeimed nodes depend on
each attack scenario, we take the network presented in f{@ues an example for the

first attack. In this scenario, the concerned nodes whick tadetect the attack using
trust reasoning are :

1. The target node is the first and the most important conderade, because it is the
target of the attack.

2. The target's 2 hop neighbors have to detect the attackusedaey are advertised
as symmetric neighbors and MPR selectors by the attacken thieg are not

3. The neighbors of the faulty neighbors advertised by theckér detect the attack
by comparing local information with the attacker TC message
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Fig. 2. Network example: A is the attacker, T is the Target.

4. The nodes that can compare the neighborhood of the attacéhe target neigh-
bors (which provide reachability to the 2 hop neighbors eftrget advertised by
the attacker).

To illustrate the attack detection, we take the examplegmtesl in figure 2. The
attack takes place according to the following steps :

1. The attackerd identifies targef’, its neighbors{ N1, N2, N7, N8, N20} and 2
hop neighbor§ N3, N7, N8, N9, N12, N11, N21, N22}.

2. The attacker detects its common neighbors with the tar@et( N1, N2, N20),
and modifies its HELLO messages to advertise their neighPors N8, N9, N21,
N22) as its symmetric neighbor&V'S, = {T, N1, N2, N3, N5, N6, N20,N7,
N8,N9,N21,N22, X} (X is the additional fictitious node).

3. The attacker advertises as its MPR selectors the tatjatp neighbors in its TC
messagesN7, N8, N9, N21, N22 € TC4.

According to OLSR specification, the targEthas to select the attacker as MPR,
allowing the attacker to control some target’s flows. In thiemple, the concerned
nodes are the targét, the target's 2 hop neighbofé7, N8, N9, N21, N22 since they
are advertised as symmetric neighbors by the attackerhanttighbors of these nodes
since they are indirectly impacted by the attack (they sthbalneighbors of the attacker
but they are not), and the nodes that are able to correlaiaftirenation advertised by
the attacker with other information. Using the previousiatae, all the concerned
nodes are able to detect the attack:

1. The target nod& detect the attack using the following formulae:

— Formula 1: the node detect inconsistency between HELLO agessofV7, N8
andA, whereN7, N8 € NS, butA ¢ NSy7, A¢ NSys.

— Formula 2: the node detect inconsistency between HELLO agesofV7, N8
and TC message of, whereN7, N8 € TC4 butA ¢ NSy7andA ¢ NSys.

— Formula 3: in this example, the nodé€9 will select N2 as MPR and nodes
N21, N22 will select N20 as MPR. In the reception of the TC messaged of
and N 20, the target will detect inconsistency (3), because thehiithood of
N2 and N20 are included in the attacker neighborhood, and nadesand
N20 should not be selected as MPR.
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2. The target’s 2 hop neighbors advertised as symmetrihbeig and MPR selectors
by the attacker§7, N8, N9, N21, N22 € TC,) detect the attack. For instance
the nodeN 7 detects the attack using the formulae 1 and 2: when it reséineeTC
message of the attacker, it detects inconsistency bedzsheenot selected attacker
as MPR and the attacker is not a symmetric neighbetr M PRSSNT.

3. The neighbors of the faulty neighbors advertised by th&ck¢r detect the at-
tack. For instance the nod€2 detects inconsistency using the formula 2 in the
reception of the TC messages of the attacker becAlgdVs8, N9 € T'Cy4 but
A¢ NSNT7T,A¢ NSy8, A ¢ NSnO.

4. The nodes that can compare the neighborhood of the attacehe target neigh-
bors (which provide reachability to the 2 hop neighbors eftérget advertised by
the attacker). For instance when the nddereceives TC messages of the attacker
and N2, it detects inconsistency using formula 3 because the beitood ofN2
is included in the attacker neighborhood.

The diagrams (a) and (b) in the figure (4.2) allow to compameuktion results
regarding total nodes in the network , and concerned nodéleogittack. Simulation
results about concerned nodes detecting the attack showdimg mistrust reasoning,
attacker is detected exactly or partially by all the conedrnodes. Partial detection
is the case where a node detects an inconsistency betweeralseades, including
the attacker, but is unable to determine exactly who is kittgo(for example formula
1). Certain nodes can detect the attacker partially andtigxasing different formulae
(for example formulae 1 and 2). In this case, they can dedxaetly which node is
the attacker, and ignore the partial detection. Howevetigdattack detection provide
mistrust information, which can be considered by a node tar&icooperation with
other nodes to take important decision (for example MPRcsiel®) or correlated with
other partial detections in order to deduce exactly the efiakior node.

The simulation allows us to prove that verifications are atenatf local node be-
havior producing a global effect on the ad hoc network. lddeach node can reason
locally on its direct observation to detect inconsisteseigthout the need for the opin-
ions of other nodes or to cooperate with them. These resisat the effectiveness
of trust-based reasoning for detecting attacks and prigxgefiom the problem of false
opinions that can occurs by sharing trust information.

5 Conclusions

Using simulation, we have demonstrated the effectivenkfeeoverification based on
mistrust reasoning in the attack detection. The resultsalls to set up verifications
that each node can perform to assess the correct behaviar oftier nodes and detect
attacks against OLSR. It is important to mention that the RIpBotocol (messages) is
unchanged, and so our approach still compatible with the B&ISR.

These results motivate extending the approach for evalyaind distributing the
trust information in order to mitigate a partial detectiordaome to a total detection.
Indeed, cooperation between node by sharing trust infoomabuld be used to enforce
the detection of the misbehavior nodes based on distribdgetsion. However, it is
worth to point out that second-hand information can be sultjefalse accusations. To
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mitigate this problem, we plan to set up a mechanism thatvalisach node to give a
proof of its mistrust opinion to participate in the propagat(distribution) of mistrust

towards the network. Such a mechanism could be used to erdaeputation systems
by establishing (verifying) trust relationships befor@perating with the other nodes.
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