
Improvements in Detection and Classification of Passing
Objects for a Security System?

Ricardo Sánchez-Sáez1, Alfons Juan1
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1 Institut Tecnològic d’Informàtica–DSIC, Universitat Politècnica de València
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Abstract. Pattern recognition techniques are used in the construction of video
surveillance systems. In this work a video-based security system that detects and
classifies laterally crossing objects, introduced in a previous paper, is reviewed.
More reliable results for the system are presented, obtained by performing a leav-
ing one out on the data corpus rather than employing a manual approach. Other
alternatives in the pattern preprocessing are explored: we employ greyscale pat-
terns, and implement a different method for calculating difference images of con-
secutive video frames. A final benchmark of the classification part is done com-
paring the results obtained using dynamic time warping, to the ones obtained
using discrete hidden Markov models plus vector quantization.

1 Introduction

With the latest advances in computing power and the advent of consumer level digital
video cameras, commodity video vigilance systems are more and more affordable. A
necessary step building a security system concerns isolating the interest objects from the
background. Efforts in this area are shown in [1], in which the background is removed
using the local binary pattern (LBP) texture operator. This method calculates texture
features over blocks of pixels, rather than taking into account just the color or intensity
of individual pixels.

Another technique is presented in [2], in which the classical background subtrac-
tion method (the background is computed frame by frame by the difference between the
current frame and the previously stored background model) is improved by adding ob-
ject knowledge in the segmentation part, that allows discrimination of objects, shadows
and ghosts (false objects), and calculates the background in a more reliable way. Further
approaches to background modeling can be found following the references therein [2,
Table 1].
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Fig. 1. Global scheme of the security system. First, the video is acquired and subsampled. Then,
the information outside our interest area, the scan zone, is discarded. The scan zone is greyscaled
and smoothed. Next, difference operation is applied to consecutive scan zones in order to detect
objects and extract patterns. Patterns are binarized, empty space trimmed, and height normalized.
Finally, patterns get classified by dynamic time warping.
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Fig. 2. Synthetic example showing speed calculation and scanning of an object. Scan zone width
is 5 columns, and Pi represents the amount of activity present in each column. As the object
traverses the scan zone, Side stores the side from which it is coming, and Pos reflects the position
of the object edge, both calculated from Pi values. When the object leaves, its direction and speed
are calculated from the stored sides and positions. The speed is used as the number of columns to
extract from each stored difference scan zone snapshot. After this, the empty space (which equals
to scan zone width−pattern velocity) is trimmed. For comparison, see the pattern that results
using the baseline system (scanning frequency fixed at 1 pixel-per-frame).

(a) All the pixels that have a grey value lower than the white threshold are converted
to white. (b) The remaining grey scale range ([threshold–to–255] without normaliza-
tion; [threshold–to–‘grey value of brightest pixel of input picture’] with normalization)
is subsequently divided in even ranges, getting as many ranges as number of grey shades
minus one (white is excluded). (c) Each range is assigned an evenly chosen grey value.
Finally, every pixel in the picture is converted to one of these values according to the
range it belongs to.

4 Alternate Method for Difference Images

In the base speed invariant system, 16 bit difference images were mapped into 8 bit
difference images by applying the absolute operator, so the negative information of
the images was directly mapped into the positive bits. Here we study a new method
obtaining the difference images. We will be calling newDiff to the new method, and
oldDiff to the previously used one.

In newDiff, we map the value representing non-difference to the centermost value
value of the regular greyscale image, that is, 0 in the difference image maps to 127
in the greyscale image. Consequently, values -255 to -1 in the difference image are
mapped two-to-one from 0 to 126 in the greyscale image; in the same way, 1 to 255 of
the difference image are mapped from 128 to 255 in the greyscale image. Note that this
is not an exact two-to-one correspondence, because the [128–255] range has one more
element than the [0–126] one, but the asymmetry is sufficiently small to avoid concerns.

Using newDiff, one can see that the most basic image should be a ternary image,
rather than a binary one: one grey value is needed for representing pixels with no differ-
ence (127), another for negative difference (0), and a third value representing a positive
difference (255).
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Fig. 3. Error rates for the speed invariant system using: normalized greyscale patterns, unnormal-
ized greyscale patterns, and the newDiff method for calculating difference images. The dotted
horizontal line shows the rate for the base speed invariant system using binary patterns.

are similar to the ones of the speed invariant system. The best result, an error rate of
4 %, is obtained using normalized greyscaling with 4 grey shades. However, one must
note the limitation imposed by the small number of samples, so we must consider the
curves described by the greyscale results as a whole as an indicative of the descending
tendencies using greyscale patterns.

The new method for calculating the difference images, newDiff, also shows simi-
lar results to the corresponding oldDiff normalized version, with some cases in which
newDiff is better than oldDiff, namely using 8 and 16 grey shades. NewDiff provides
patterns with more information, fact which explains these instances in which the results
are bettered. Observing the results obtained by newDiff, we see that they describe a
coherent and smooth result curve, which makes us think that this improvement makes
the system more stable.

Given the limitations of our corpus, validation of the proposed improvements can be
seen in the results shown in Fig. 3, as, for some parameters, the results obtained using
the base speed invariant system are beaten.

6 Concluding Remarks

In this paper we have reviewed a security system shown in [5] that detects and classifies
objects passing laterally in front of a security camera. The object scanning process
produces patterns which are invariable to the speed of the crossing objects. We have
obtained a more robust estimation of the error rate, and determined that using dHMM
for the classification part produces similar error rates to the ones obtained by the speed
invariant system using DTW.
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