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Abstract. This paper focuses on the estimation of reliability of unimodal and
multimodal verification decisions produced by biometric systems. Reliability es-
timates have been demonstrated to be an elegant tool for incorporating quality
measures into the process of estimating the probability of correctness of the deci-
sions. In this paper we compare decision- and score-level schemes of multimodal
fusion using reliability estimates obtained with two alternative methods. Further,
we propose a method of estimating the reliability of multimodal decisions based
on the unimodal reliability estimates. Using a standard benchmarking multimodal
database we demonstrate that the score-level reliability-based fusion outperforms
alternative approaches, and that the proposed estimates of multimodal decision
reliability allow for an accurate prediction of errors committed by the fusion mod-
ule.

1 Introduction

Reducing error rates of biometric authentication systems is a challenging enterprise.
High-quality biometric signals are difficult to acquire, the behavioral characteristics of
the users of biometric systems contribute to the intra-class variability of features, and
the biometric traits are not stationary over time. As a result, classification errors are
inevitable. Therefore it is necessary that next to the actual binary decision, the system
produce an estimate of decision reliability. The reliability of a decision is the level of
trust that one can have in its correctness [1, 2]. This level of trusdegree of belief

is given by a single event probability according to the subjective Bayesian interpreta-
tion [3]. Probabilistic output characterizes statistical classification methods that operate
on Bayes’ rule [4]. Any system that compares a sample to previously estimated prob-
abilistic distributions of other samples’ features is able to return a confidence measure
[5] in terms of posterior probability. However, simple calculation of posterior probabil-
ity does not allow an inclusion of quality measures, which have been demonstrated to
supply identity-independent information that fosters improved robustness to adverse en-
vironments [6, 7, 1]. Also, appropriately trained neural networks can output scores that
have been shown to be equivalent to posterior probabilities [8], but it is difficult to as-
sign a probabilistic interpretation to the processes inside the network. An intuitive way
for estimating decision reliability is based on analyzing the margins [9] - the absolute
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difference between the dichotomizer’s accuracy in cha@psime class over another ob-
served on a development set. However, the use of margirdlzasdidence estimation
does make use of signal quality measurements. In [1] a piatiabmethod of com-
puting reliability estimates allows for an easy incorpmmatof quality measures. The
output of the estimate is in probabilistic terms. The relipbestimates have been ap-
plied to perform decision-level multimodal fusion (facelapeech)[10]. The method of
reliability estimation was based on Bayesian networks. Aceptually related method
based on explicit distribution modeling with Gaussian Mgt Models (GMM) was
demonstrated to accurately predict face verification sif@f. The main difference be-
tween the two approaches is that the dependence relatiaisbiween the variables are
not pre-defined during the GMM model construction, like iinthe case of Bayesian
networks. Instead, those relationships are implicitlyriea from the data in the train-
ing phase. In this paper we provide a comparison of the twarradtive methods of
reliability estimation using a benchmark multimodal bidrieedatabase BANCA [11].
The comparison includes also an alternative method of cemdiel estimation that has a
probabilistic interpretation: margins [9].

In [10] the reliability estimates are applied to perform aifun of unimodal deci-
sions in a multimodal biometric verification scenario. listhaper we propose a score-
level multimodal fusion scheme based on reliability estesaWe demonstrate that the
proposed fusion scheme outperforms the decision gatinhpadefor both BN- and
GMM-based reliability estimators. We also show that theliapfion of reliability es-
timators for multimodal fusion allows to achieve lower errates than corresponding
fusion schemes based on the alternative confidence me&suce.the discussed meth-
ods are probabilistic in nature, in this work we do not ineedmparisons with existing
heuristic methods of integrating quality measures in tlsofuprocess [6, 7].

Further, we propose a method of computing a multimodalbgiig estimate using
the unimodal reliability estimates. We show that thus otgdimultimodal reliability
estimate can be used to accurately predict multimodal i€izstson errors in similar
fashion as in the unimodal setting.

This paper is structured as follows: Section 2 defines thie baacepts of reliability
and introduces the proposed schemes of multimodal fusiog wsliability, as well as
a scheme of fusion of reliability estimates. Section 3 gthesdetails of the criteria and
experimental design for evaluation, Sections 4 and 5 corite results of the reported
experiments, with a discussion in Section 6. We conclud@#per in Section 7.

2 Reliability and Multimodal Fusion

2.1 Evidential Reliability

Reliability R of a classifier decisio) () for an observation: is defined as a condi-
tional probability of the event "the classifier made a cordeision”, given supporting
evidenceF [10]. Since reliability is estimated for each individualsglvationz, it can
be considered as a function &f(x):R(D(z)) = P(D(z) = 1|E = e(z)), where
D(xz) = 1 if the decision is correct an®d(z) = 0, otherwise. An instance(x) of
evidenceFE may consist of measures derived from the score, featuregoakievels
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in the classification process. In the experiments reporézd, Hor both modalities the
evidence vector wag(z) = [Sm(z), gmm ()], whereS,,(z) and gm,,(z) are nor-
malized score and signal quality measure relevant.tBor details on reliability and
evidence the reader is referred to [1, 10, 2]. Reliabilitynestion is a tool designed for
the purpose of labeling decisions as reliable or unrelifdnidurther processing. La-
beling of decisionD(x) is performed by comparing the reliability estima®éD(x))
to areliability threshold, the minimal accepted value of the belief in the correctoéss
the decisionD(x). Without explicit labeling, the reliability estimates che effectively
used for multimodal fusion.

2.2 Multimodal Fusion

For each given decisioP(z), a matching scoré,,, and an associated reliability esti-
mate R,,, is available. We propose to perform multimodal fusion udimg reliability
measures, following the formula:

1 n
SF = ﬁ mz_:l R'mSma (1)

wheren is the number of unimodal systems used (in our ease?2) , R,, andsS,,
denote the respective reliability estimate and the unimddasification output (score)
for given modalitym. In the case oflecision level fusion, the outputS,, = D is a
binary decision:S,, = D € —1,1. Forscore-level fusion, S,, is the normalized out-
put of the classifier’s discriminant function. Scores froiffielent classifiers are often
expressed in incompatible scales, therefore there is aofeemmalization before per-
forming the score-level fusion. In our work we used theormalization scheme [7].
In the case of decision-based fusion, the binarization @stores eliminates the need
for normalization. The decision based on the fused outpatdde by comparing the
value of Sr to a threshold that minimizes the Half-Total Error Rate (HR)JE9] on a
development dataset.

2.3 Fusion of Reliability Estimates

It is usually not possible to apply the reliability estintatischeme to directly esti-
mate the reliability of multimodal decisions: this wouldjtére that the fused classifiers
would make mistakes for the very same presentations. Siratdst in general not the
case, the number of models for all possible error configamativould grow geometri-
cally with the number of classifiers involved. Training dese models would require
amounts of available training data beyond what is usualgilable in reality. In this
situation is is important to be able to derive multimodaladeility estimates from the
unimodal estimates, which are not as data-demanding.

Out of all present unimodal scores, any and all can be comegtrong. Therefore
the unimodal reliability estimates are combined into a imdtlal estimate as follows:

R(Dp)=R(D1UDsU...UD,) 2
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In the case of two fused modalities & 2), the multimodal reliability is expressed

by
R(Dp)=R(D1UDs) = R(D1)+ R(D3) — R(D1)- R(Ds). (3)

D, andD-, are assumed to be independent, considering that they atdgirom dif-
ferent modalities. This is a simplifying assumption - degmcies between modalities
may occur, and in this case the prodi{tD; ) - R(D-) would have to be replaced by a
more accurate estimate &f(D; N D).

3 Experimental Design and Evaluation Criteria

3.1 Databases and Experimental Design

In our experiments we used face images and speech data feoBAINCA database,
English part. The BANCA database contains data collectath fa pool of 52 individ-
uals, 26 males and 26 females. For the details on the BANC#&bdat and associated
evaluation protocol the reader is referred to [11].

In the experiments presented in this paper we adheredysticthe open-set pro-
tocol P, which involves training the classification modeting 'clean’ data recorded
in the controlled conditions, and testing them in the cdfedoas well as deteriorated
conditions. The protocol P defines that all database dattode sub-divided into two
datasets, g1 and g2. While data from one dataset is used fomaske| training and
testing, the other dataset (a development set) may be usedrfameter tuning. In ac-
cord with this directive, we use the development set to adhes decision thresholds
for the test set, but also to train the reliability estimatioodels.

The unimodal protocol P strictly defines the assignment ef data to the genuine
access or impostor access pools. We respect this assigameirt order to do so we
reduce the amount of client face data to one per access (asegppo the available
five) in order to match the amount of speech data at hand. snvthy we maintain
the compatibility with the P protocol and at the same time wercome the problems
related to the use of the chimerical databases [12]. In decmwe with the BANCA
gudelines, all error rates shown in Table 1 are reportedratgig for g1 and g2, and
then their average is computed.

3.2 Unimodal Classifiers and Quality Measures

The face and speech data from the BANCA database consistdatdllected in three
different recording conditions: controlled, degraded adderse. For each of the record-
ing conditions, four independent recording sessions weaganized, making a total of
12 sessions.

For face data, the faces in the images were cropped out antatied geometri-
cally (aligned eye positions) and photometrically (histog normalization). The face
verification was performed using the extracted DCTmodafestand a Bayesian clas-
sifier with Gaussian Mixture Models (GMM) [13]. For each fagege, a quality mea-
suregm was derived by computing a correlation with the average tewcplate [2]. The
average face template was computed on the respective daeveld dataset.
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The BANCA database provides a large amount of speech datasper?2 files per
session (about 20 s each) x 2 microphones x 12 sessions. taserwe used only the
data from microphone 1.

The speaker verification system used is based on the AliZkit¢d4]. The Al-
ize speech/pause detector is run to remove silence powiotie input speech signal
before feature extraction. Features used are 12 MFCCs with dnd acceleration co-
efficients, and cepstral mean normalisation. A world moslétained from the pooled
clean training data of all clients, using 200 diagonal c@arare-matrix Gaussian com-
ponents. Each client's model is then adapted (means onty) thveir own recordings
using MAP adaptation. The quality measure used for speeastated to the signal-to-
noise ratio, computed using energy-based voice activityatien [15].

3.3 Evaluation Criteria

The potential of each compared method to discard unreleidietherefore potentially
erroneous decisions is evaluated according to the follgwiiteria [2]:

— the accuracy of decisions labeled as reliable must be moiwatity growing, and
— the number of discarded decisions must be kept at a minimum.

Since labeling the decisions as reliable or unreliable issalt of reliability-based
decision thresholding, we analyze the properties of difiereliability estimators as a
function of the reliability threshold. Those propertieg,an accordance with the cri-
terion given above, accuracy of the classifier (in the terfn$-HTER) after having
discarded decisions labeled as unreliable, and the nunfilaercgsions labeled as reli-
able for the given reliability threshold value, relativetbe total number of decisions.
Since we wish these properties to be maximized simultamgoue also analyze their
product which we refer to as a 'Performance Measure’ [2]shoperty helps establish
at which level of reliability the system achieves highestumacy while keeping most
decisions.

First, we evaluate the unimodal reliability estimatesntiae apply them to multi-
modal fusion as discussed in Section 2. Finally, we perfoforsgon of the reliability
estimates and evaluate them in a similar fashion as it wasase with unimodal relia-
bility estimates. In each case, we provide a comparison thiércorresponding results
obtained using the method of classifier confidence estimétiged on the margins [9].

4 Unimodal Reliability - Experimental Evaluation

In this section we present the experimental results ofbilip estimation for the uni-
modal classifiers operating on the face and speech modali@ each modality, we
consider following reliability estimators: explicit GMMased reliability estimator R-
GMM [2], Bayesian Network-based reliability estimator R¢B1], confidence esti-
mates derived from the margin information M [9].
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4.1 Face Modality- Error Prediction

Figure 1 shows the properties of various reliability estong applied to the classifier
operating on the face modality, for datasets g1 and g2, mgef accuracy gain (1-
HTER), relative number of decisions remaining after réligbthresholding, and the
relative performance measure.
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Fig. 1. Error prediction and decision reject/accuracy gain tradeoff, facdataset g1, b.: dataset
g2.

4.2 Speech Modality- Error Prediction

Figure 2 shows the properties of various reliability estonsapplied to the classifier
operating on the speech modality, for datasets g1 and g@rrimstof accuracy gain (1-
HTER), relative number of decisions remaining after réligbthresholding, and the
relative performance measure.

5 Multimodal Reliability - Experimental Evaluation

5.1 Multimodal Fusion

The results of the fusion experiments in terms of accuraefd TER) are collected in
Table 1. Next to the results of reliability and margin- basesion, results of oracle
fusion (disjunction of binary accuracies of unimodal cifisss), and mean rule fusion
are presented for comparison.
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Fig. 2. Error prediction and decision reject/accuracy gain tradeoff, speecllataset g1, b.:
dataset g2.

5.2 Error Prediction

The results presented in Table 1 show that score-basedfssieemes outperform their
decision-based counterparts for fusion methods basedtbrrél@bility estimates and

margins. Therefore, in further analysis of the reliabitifyfdecisions after fusion we take
into account only score-based fusion results. In this eective analyze how well dif-

ferent reliability estimates help predict recognitionoes: We use the error prediction
curves for this purpose. The fusion reliability estimates@btained using Equation 3.
The results are plotted in Figure 3(a) for the dataset g1 bBhéb( the dataset g2, in

terms of accuracy gain (1-HTER), relative number of dedisicemaining after relia-

bility thresholding, and the relative performance measure

6 Discussion of the Experimental Results
6.1 Unimodal Reliability

The unimodal results for face show that all consideredlvditg measures can be used
to predict classifier errors, and to discard unreliable slens. While the properties of
all reliability estimators are comparable for the face ddtdaset g1, in the case of g2
the margin-derived confidence measure fails to provide @atecerror prediction. This
results shows that margin-based confidence measures greereitive to the dataset-
dependent shifts in score distributions. Reliability mstiors R-GMM and R-BN al-
lowed to obtain error-free classification for both g1 and g2adet, by choosing the
value of the reliability threshold equal or close to 1.
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Table 1.Results of multimodal fusion experiments.

Fusion method | g1 | g2 |average (g1+g2)/2
Unimodal systems Face 0.7540.782 0.768
Speech 0.923 0.92 0.922
Reference fusion Oracle 0.9820.974 0.978

Decision-level fusion Margins 0.9040.911 0.908
Reliability, R-GMM|0.9320.943 0.938
Reliability, R-BN |0.9270.935 0.931
Score-level fusion Margins, M 0.9280.931 0.929
Reliability, R-GMM)|0.9420.947 0.945
Reliability, R-BN [0.9410.939 0.938
Mean rule 0.9380.928 0.933
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Fig. 3. Error prediction and decision reject/accuracy gain tradeoff, fusiandataset g1, b.:
dataset g2.

6.2 Multimodal Fusion

The multimodal fusion results show that the applicatioretiibility measures R-GMM

and R-BN in fusion results in higher accuracy than using imabgsed approach or
mean/sum rule. We expect that for databases containing degmraded conditions (the
speech degradation in the BANCA database in particulariszexy pronounced), the
difference would be more significant since the signal quadiexplicitly taken into ac-

count. The score based fusion schemes proved to outperfgisiah-based algorithms
using both margin and reliability estimates. This result lba explained by the fact that
during a decision-based fusion information coming fromss leliable classifier is lost.
The R-GMM reliability estimation scheme based on explidil i@ models granted best
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performance on the tested data. This result can be attdibatihe difference in proba-
bilistic modeling between R-GMM and R-BN methods, as disedsn Section 1.

6.3 Multimodal Reliability

For both datasets gl and g2, the accuracy gains in terms HTER) for the R-
GMM, R-BN and M reliability estimates were comparable. Hoer the application
of margin-based estimates resulted in a dramatic decraabe inumber of decisions
considered reliable, for similar accuracy. This fact isaetd in the dropping shape of
the corresponding curve in the performance plots for g1 é&xd e presented results
show that R-GMM and R-BN methods are best suited for the esitm of reliability
of multimodal fusion decisions, and that their performameets the evaluation criteria
defined in Section 3.3.

7 Conclusions

The lead idea of this work was to demonstrate that religbilieasures can be effec-
tively used for error prediction in uni- and multimodal bietric verification applica-
tions. The presented results show that reliability es@satlow for eliminating poten-
tially erroneous decisions based on collected evidenceéhdWe presented a method of
performing probabilistic fusion of the multimodal relidibyj estimates. Proposed meth-
ods was proven to allow for accurate error prediction of imdtlal decisions.

The results of the experimental evaluation suggest thdt im@thods of reliability
estimation based on the Bayesian networks R-BN, and on thicixGMM model-
ing R-GMM, perform similarly in terms of their error prediah power. Insignificantly
better results of R-GMM for fusion may hint at the exploitetiof the intra-modal de-
pendencies by the R-GMM method.

Margin-based confidence estimates proved to perform noe#isag/the reliability
measures on the tasks of uni- and multimodal error prediaitd multimodal fusion.
This outcome can be explained by the fact that, unlike riiigkestimates R-GMM
and R-BN, margin-based confidence estimators do not alloarfanclusion of quality
measures.
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