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Abstract. Following a person is an important task for mobile service and domes-

tic robots in applications in which human-robot interaction is a primary require-
ment. In this paper we present an approach that integrates appearance models and
stereo vision for efficient people tracking in domestic environments. Stereo vision
helps in obtaining a very good segmentation of the scene to detect a person during
the automatic model acquisition phase, and to determine the position of the target
person in the environment. A navigation module and a high lpgedon follow-

ing behavior are responsible for performing the task in dynamic and cluttered
environments. Experimental results are provided to demonstrate the effectiveness
of the proposed approach.

1 Introduction

Following a person is an important task for mobile service and domestic robots in ap-
plications in which human-robot interaction is a primary requirement. Consequently,
many works have been presented in the literature for people tracking and following
from a mobile platform. Most of these works use vision as the main sensor for detect-
ing, tracking and localizing people in the environment. Face detection (e.g., [8, 4]), skin
color detection (e.g., [8,11]), and color histograms (e.g., [12]) are the most common
methods that have been considered. Stereo vision has also been used to better deter-
mine the location of the person with respect to the robot. In particular, stereo vision has
been used in [5] to build a floor plan occupancy map as background model, that is used
to determine moving objects in the scene, while tracking is obtained by Kalman Filter-
ing; independent motion estimation from disparity images is computed in [1] to detect
a moving target from a moving platform; and integration of stereo matching with face
detection and skin color detection is presented in [8]. Besides vision, some approaches
using measures from laser range finders to detect people legs have been also proposed
[14,15] as well as integration of LRF and vision [4]. In addition, the works in [14, 15]
are mostly focussed to the problem of tracking multiple people, presenting approaches
based on Particle Filters. Finally, active sensors (such as RFID, or light-emitting de-
vices) can be used for this task, but this requires the person to wear such devices and it
may be not suitable in some applications.

Regardless the amount of work in this field, a complete reliable solution that can
be used in general conditions is not currently available. Face detection and skin color
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detection are only available when the person is orienteditdsvthe robot, and this
is not common for a person following task. Approaches basedador histograms
often require a priori knowledge (or somewhat manual piisiedion) about the person
and are sensitive to other colors present in the environndoteover, the use of a
single camera makes it difficult to evaluate the location péeson in the environment,
especially in presence of other objects between the rolbtrenperson. Using range
information provided by stereo overcomes some of the pusuitifficulties, but it may
have problems with cluttered environments. Finally, apphes using LRF to detect
people legs can be easily confused by other elements in ii®ement (such as tables
and chairs) and only if the robot is correctly localized inne¥n map and such objects
are static, these false observations can be filtered out.

In this paper we focus on a reference scenario, that is gha#enging for many
of the works presented above. A person must be followed bydhet in a domestic
environment. We assume the robot to have a map of the enve@onso to localize
itself, but we also consider the presence of other peopleéngawound and objects
not represented in the map that can also stay between theantidhe person. No a
priori knowledge about the person to be followed is avadabhd the person will move
in a natural way in the environment (this implies for exampiat his/her face will be
rarely visible). Finally, we assume that the task is stavtétl nobody in the field of
view of the sensors of the robot (in particular, of the camharal that the first person
entering the scene is the one that the robot will have toviolldhis scenario is partially
borrowed from the RoboCup@Home competitibns

The contribution of this paper is presenting an integrafga@ach for person mod-
elling, tracking and following that is based on building appance models of the person
to be tracked, using them for detecting the target persahftzen using stereo vision
computation for 3D modelling of the scene and person lonafibe advantages in using
such an integrated approach are in the combination of tw@itapt features: person
recognition and tracking based on appearance models, #Aation and tracking of
the person based on stereo vision. In fact, appearance sncalelreliably detect and
track people in the image space, but have problems in detargiheir position in the
environment for driving a robot navigation process. On tlleeohand, stereo vision
based people tracking, as well as other 2D geometric-orpycaehes, present some
limits when multiple people are close in the environment bew objects in the envi-
ronments (e.g., chairs, tables) have geometric propesitidtar to people.

The approach presented in this paper uses appearance roofilds perception, in
order to detect in the image space those pixels that belothgttarget person and then
uses stereo vision analysis for determining ground pasitifcthe person and to drive
the robot navigation process. The integrated approacleigfibre suitable in presence
of multiple people and in cluttered environments. More #jEly, the proposed ap-
proach works in two phases: i) in the first phase we assumeptia is still and only
the target person is in the field of view of the stereo camardand this time the model
of the person is automatically acquired; ii) in the secondsghthe acquired model is
used for image segmentation and stereo computation is aggtérmine the location
of the target person in the environment, while the robotfe#i him/her.

Lhttp://ww. robocupat hone. or g/
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Notice that, in the scenario presented above, it is notyrealtessary to track multi-
ple people, but it is sufficient to track one target persongddiowed, while consider-
ing other people as obstacles to be avoided during navigaiithough it is in principle
possible to apply one of the methods for tracking multiplepde, it seems more conve-
nient to implement a specific solution that do not solve eihyia multi-target tracking
problem, but just a multi-hypothesis single person tragldroblem.

One major drawback of the system is that it is not able torttistish people wearing
clothes similar to the target person or it may be confusedésence of other objects
of similar colors of the target person. Although a filter ddesing the global position
of the observations allows for filtering out observatiorst thre too close or behind the
walls in the map, there may still be cases in which false pesiaffect the performance
of the robot. Besides this issue, that is common to colordeseognition approaches,
our method works reasonably well in the reference scenasoribed above.

We have implemented the described approach on top of a Riooleet equipped
with a stereo vision camera and a laser range finder. Therasge finder is used only
for localization and obstacle detection, while the ster@mera is used only for people
modelling, detection and tracking. Experimental resutithtin a simulated environ-
ment and in a real domestic-like environment provide evigenf the effectiveness of
the proposed method.

The paper is organized as follows. In Section 2 we descripeajance model ac-
quisition, and in Section 3 person detection and trackingplémentation details and
experiments are described in Section 4, and conclusiordraven in Section 5.

2 Image Segmentation and Appearance Model Acquisition

As already mentioned, the method presented in this papeesuéed in two phases.
The first phase consists in the acquisition of an appearainckeinof the person that
will be followed by the robotic platform and it is executedfwihe robot still and under
the assumption that only the target person will appear intfod the robot.

Under these assumptions, this process corresponds togdeoalization and track-
ing process with a fixed stereo camera (PLT), as describegl k0]. The PLT system
has been thus used for the first phase, providing for segneetiie image by distin-
guishing the foreground person from the background, by dpaeind subtraction con-
sidering both intensity and disparity (see [3] for details)

Fig. 1. Examples of segmentation provided by the stereo tracker.
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Figure 1 shows an example of such a process: on the left sideetfson detected in
the scene and his location projected on the plan-view, onighe side the two compo-
nents of intensity and disparity segmentation, and theaeted foreground.

More specifically, for each tracked person in the scene, tiesistem provides a
set of dataf? = {wy,, ..., w:} from the timet, in which the person is first detected to
current timet. The valuew; = {(X{,Y}, Z{, Ri,Gi, Bi)|i € P} is the set of XYZ-
RGB data (i.e. 3D location and color) for each pix¢hat is classified as belonging to
a persorP. The reference system is chosen in order to have the planeoXi¢tident
with the ground floor.

From the segmentation provided by the PLT module, we car launilappearance
model for the person to be tracked. Many existing appeararcziels have been pro-
posed in the literature. For example, [9] propose a Textareporal Template in which
the color information over time for every pixel of the silleite is used to build the
person model. A probabilistic approach is described in,[#biile in [7] the model is
extended in order to be robust to changing lighting condgtio

Among all these models, we choose to model the appearancpaysan with two
uni-dimensional color distributions. Our choice has beaimiy motivated by efficiency
reasons, since during the second phase of our method tharappe model must be
used as a filter for the image pixels at every frame and thus aditer must be im-
plemented in real-time. Moreover, 3D information aboutpghel location is important
to filter out pixels whose height from the ground is below 1 enghus focussing only
on the upper part (torso) of the person. This decreases Ipititypaf integrating in the
model false readings (i.e., colors not belonging to the grersOther models can be
taken in consideration, as long as a real-time filter is atdl for the second phase.

More specifically, the appearance model is composed by tafilglitions. A =
(D (), Dv()), whereDg (h) and Dy (v) are uni-dimensional color distributions re-
spectively in the H component and in the V component of the Id8Mgr space, and are
defined by

t (h) t (v)
| W o |Wr

ZTt_tO | | DV (U) ZTt_tO | |

ZT=t0 |- | ZT=t0 |- |

Dp(h) =
Wherewih) (wﬁ”)) is the subset of/,; containing only those pixels whose component
H = h (respectivelyy = v).

Examples of color distributions for three people used ingkgeriments are given
in Figure 2. When the target person wears a uniform colorati@ve distributions are
very peaked and the values in the color distributions camladsseen as the probability
that a pixel of a given color belongs to the target personakeof multiple colors in the
person appearance, the above color distributions do no#sept anymore probability
distributions over the color space of pixels belonging t® tdrget person. If a person
wearsk principal colors, thetk color distributions should be built one for each principal
color, by appropriately clustering these data, and thegigadbdisjunction among these
distributions is applied during the filtering phase.

In our approach we use a representation based on a singledisticbution, thus
assuming that people wears uniform colors. This is very comim practice and works
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Fig. 2. Appearance models from three people.

well also because we consider only pixels that are above om the ground. When
this assumption is not verified, i.e. in case of people wegcinthes that do not have
a principal color (e.g., multi-colored shirts), the colastdbution has multi modes and
tend to be less peaky, therefore it is more likely to havesfalssitives in the filtering

phase.

Moreover, observe that hue is not defined when saturatioeris and generally
not relevant for low saturated colors, as well as value israt@vant for well satu-
rated colors. This is taken into consideration in the fitggphase (see next section), by
weigthing the use of the two distributions with the satunatf each color pixel.

Itis also interesting to observe that an important featfiteePLT system is to pro-
vide a very good segmentation of the image, since the cortibimaf intensity and dis-
parity allows for coping with typical problems of backgralsubtraction techniques,
such as shadows, reflections, ghosts, etc. Consequemrtlgptitamination of the ap-
pearance model given by pixels that do not belong to the passeery limited.

After a predefined time the appearance madedf the target person is stored in
memory and the second phase can start. Usually, only a femndeare needed for
the first phase. In our experiments, we used 5 seconds wittyesopne for fast back-
ground modelling, and 10 seconds with the person in the fieldesv of the camera
for appearance model acquisition. Since the PLT systematiabout 10 frames per
second, we use about 50 frames for background modelling @@drames for person
modelling.

3 Person Recognition and Tracking

During the second phase of our process the robot exploisghearance model of the
target person to detect him/her in the scene, to computelisive location, and to
follow him/her. The second phase is composed by four stgpbelappearance model
is used as a filter on the current image to detect those pixaiste consistent with the
model (i.e., candidate to belong to the target person);e2gstcomputation is applied
on these pixels and a plan-view is generated from 3D datatdbese pixels; 3) plan
view is processed to detect connected componewtsld blobg; 4) world blobs are
tracked over time and periodically sent to the navigatiomuie.
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It is interesting to observe here that the steps 2 to 4 arendgken by the PLT
system [3, 10]; in fact, only the segmentation process obtiiginal PLT system must
be replaced when cameras are mounted on a mobile platfanog giis not possible
anymore to rely it on a background model. Therefore we repiadLT the segmen-
tation based on background subtraction with a filtering @sethe appearance model
determined in the first phase.

3.1 ImageFiltering Based on Appearance M odel

The appearance moddl = (Dy (), Dv()) is used to determine a set of foreground
pixels F, as follows

F={ieIls(i)Du(h(i))+ (1 —s(i))Dv(v(i)) > §}

where for each pixel in the current imag€, we select it as a foreground pixel if
and only if the values (i) D (h(7)) 4+ (1 — s(i) Dy (v(7)) is above a given threshold
In the above expression(i), s(i), v(i) are the values of the HSV components of the
pixel < and the value o&(7) is used as a weight factor between the two distributions
Dy (h(i)) andDy (v(3)). This is motivated by the fact that for high saturated cotbes
contribution of the H component is more relevant, while fow Isaturated ones, the V
component is more significant.

Notice that this is a pixel-based operation that can be implged in a very efficient
way using look-up tables.

=

Fig. 3. Examples of color based filtering.

Examples of image segmentation based on color filteringasehn Figure 3. The
thresholdd can be set either manually from empirical tests or autoralyievith an
adaptive procedure. In this second case, it is sufficieneterchine, at the end of the
first phase described in the previous section, the valdétadt minimizes false positives
and false negatives, where false positives are counteccauithber of pixels that will
be detected as foreground and do not belong to the persomaedigatives are those
pixels that belong to the person but whose expression ishwtesthe threshold. In our
implementation, at the end of the first phase we determin¢htfesholdy by starting
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with a low value and incrementing it until the number of fagesitives increase above
a given amount from its initial value.

3.2 Plan View Analysisand Tracking

After image segmentation, a plan view analysis is perforamdescribed in [3]. This
step maps foreground points to a plan view and detgottd blobsby connected com-
ponent analysis, in order to remove segmentation noisealsartlar colors. An ex-
ample of such analysis is given in Figure 3 right side. Thes@eibeing tracked has
very dark clothes so many pixels not belonging to the persematected by the color
based image filter. However, plan-view analysis allows fetedting only one world
blob corresponding to the person (as shown in the rightmagtam).

This mechanism substantially increases the capabilithefsystem to deal with
noise due to the presence in the environment of colors sirdlghose belonging to
target person. Moreover, blobs in plan view are also andlyaessign a score to the
observation. This score is defined as the surweifjhtsof the cells belonging to each
world blob, and the weight for each cell in the plan view isagivby the maximum
height (i.e.,Z) of pixels projected in the cell. World blobs with higher se@re more
likely to come from the target person, while world blobs witlwver score are likely to
be false positives.

World blobs are tracked using a multiple target tracker thamplemented with
a set of Kalman Filters. Data association is based on minimistances between ob-
servations and tracks, but it also takes into account geaniiftiering and world blob
scores. The former is used to filter observations that areltse or behind the walls in
the environment, allowing for avoiding false positives dogarts of the environment
with similar color than the target person. The latter is usgdreferring high score
targets in presence of many of them.

4 Implementation and Experiments

The system described in this paper has been implementedpadraented on a mobile
robot acting in the simulated domestic environment. Thisige presents implementa-
tion details and some experimental results.

Self-Localization.Since the map of the environment is known, laser range finalesd
Monte Carlo Localization has been implemented (detailsbeafound in [2]).

Navigation and obstacle avoindanc&he navigation subsystem follows a two-level
approach: the higher lever is a global path-planner [6]tisat as input the whole map
to find a feasible global path, the lower level is an obstaatédance module that takes
as input the current sensor readings and steers the robatdswhe goal, avoiding the

obstacles (similar to [13]).
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Behaviour specificationThe Person Followingoehavior has been described by a Petri
Net Plan (PNP), which is is a formalism for describing highel activities of agents
successfully applied on mobile robots [17]. In this plan gegson is followed until
he/she is detected by the system. When the robot is within temfrmm the person,

it stops while keeping on tracking him/her (possibly rotgton itself). If the person
gets lost, the robot keeps on going to the last position wtiergoerson was seen and
then begins a seek action until it finds the tracked persomaghis seek action simply
consists in turning on place towards the direction whereprson has been seen the
last time. The task fails if after a complete 360 degreedimtahe robot cannot find
the person (thus no search is implemented here).

Experimental results that are divided in three groupstRive have evaluated the
vision module and in particular the ability of correctly natiihg different people and
of recognizing a target person among many people. Seconkdaveeevaluated theer-
son followingbehaviour in a simulated environménwith a simplified vision process.
Finally, we have experimented the entire system on the rmobliot.

4.1 Experimentson theVison Module

The first set of experiments have been performed in ordetitna&® the validity of the
color based appearance model that has been used in our sirsteim experiment only
the vision part of the system was active: i.e., appearanaehazquisition and person
detection. To this end, we have built 5 models from 5 diffégggople in our lab, and
then recorded 5 other videos from the same people. We hatkewsystend x 5 times,
considering all the possible combinations of videos of peapd models.

The result of this preliminary test was that all the peopleehldeen correctly de-
tected by their own models, thus no false negatives have leggstered. More specifi-
cally, the system was able to correctly detect each perstheinideo using the model
previously acquired for the same person. Among the otheu@$, the number of false
positives has been 7. These corresponds to situations ichvehperson was detected
by the system using the model of another person. This highafdflalse positives was
mainly due to the presence of two people having similar estlif we remove one of
them from this set we obtain only 3 false positives.

For the incorrect cases, we have extended the experimesrtieg a video with
two people: the one the was incorrectly determined and tleecomresponding to the
used model. In all the cases the target person got the best sdgth respect to the other
one. Therefore, the robot is able to correctly follow th@é&dperson, even in presence
of other people with similar colors, as long as the targes@eremains in the field of
view of the stereo sensor.

4.2 Experimentsof the Entire System on the Robot

The experiments on the real robot confirm the effectivenédisendeveloped system.
In this section we report the results of three experimentthé environment shown in

2 not reported here for lack of space.
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Fig. 4. The real environment used in the experiment and the patteabtiot and some snapshots.

Figure 4. During experiments 2 and 3 a second person was movihe environment
and the robot was successfully able to avoid him. No contaettween the robot and
people or objects in the environment have been registengdgiine experiments.

In Figure 4, we show a snapshot of the environment and of thetrdhe entire
map with the path covered by the robot during one of the erpanis (Experiment 2
in Table 1), and some details of the person following behavitittle squares are the
robot positions, while the connected diamonds are the p&rposition detected in that

time slot).

Table 1. Tests in real scenario.

Experiment ||Distance coveredime elapsefSeek time Avg. speed .
(when not seeking
Experiment 1 24.38m 290.41s | 165.35s 0.19 m/s
Experiment 2 18.17 m 212.98 s | 131.21 5 0.22 m/s
Experiment § 20.02m 206.20s | 122.81 5 0.24 m/s

In Table 1 we show the results of the experiments in the resiato, with total
covered distance and total execution time. In the experisitbe maximum robot speed
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was limited to 0.3 m/s, which is the normal operation speethis kind of robot in such
an environment. The second and third columns show respécthe total length of the
path and the total execution time. The fourth column showstithe elapsed during
seek actions (so when the robot is not moving), and the fifthneo average speed of
the robot while it was moving (excluded seek time).

The performed exeriments have confirmed the effectivenietteanethod in such
an environment.

5 Conclusions and Future Work

In this paper we have presented an approach to person falioinom a mobile robot
equipped with a stereo camera, using automatic apperantel mxquisition and stereo
vision based tracking. The implemented system works wedinvironments with un-
known objects and other moving people, and do not requiréoai palibration on the
person to be tracked, using instead an automatic fastiigagiep. The main limitation
of the approach is given by the color based model, that fak®trectly detect a person
when there are other objects or people using similar cofgduture work, we intend
to perform more extensive experiments to compare and eeadlitherent color based
appearance models that can be used for this task.
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