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Abstract: This paper presents a new algorithm for content based retrieval systems in large databases. The objective of
these systems is to find the images which are as similar as possible to a user query from those contained in the
global image database without using textual annotations attached to the images. The procedure proposed here
to address this problem is based on logistic regression model: the algorithm considers the probability of an
image to belong to the set of those desired by the user. In this work a relevance proabaility π(I) is a quantity
wich reflects the estimate of the relevance of the image I with respect to the user’s preferences. The problem of
the small sample size with respect to the number of features is solved by adjusting several partial linear models
and combining its relevance probabilitis by means of an ordered averaged weighted operator. Experimental
results are shown to evaluate the method on a large image database in term of the average number of iterations
needed to find a target image.

1 INTRODUCTION

The increasing amount of information available in to-
days world raises the need to retrieve relevant data
efficiently. Unlike text-based retrieval, where key
words are successfully used to index documents,
content-based image retrieval poses up-front the fun-
damental questions of how to extract useful image
features and how to use them for intuitive retrieval
(Smeulders et al., 2000). The main drawback of tex-
tual image retrieval systems, that is, the annotator de-
pendency, would be overcome in pure CBIR systems.

Image features are a key aspect of any CBIR sys-
tem. A general classification can be made: low level
features (color, texture and shape) and high level fea-
tures (usually obtained by combining low level fea-
tures in a reasonably predefined model). High level
features have a strong dependency on the application
domain, therefore they are not usually suitable for
general purpose systems. This is the reason why one
of the most important and developed research activi-
ties in this field has been the extraction of good low

level image descriptors. Obviously, there is an impor-
tant gap between these features and human perception
(a semantic gap). For this reason, different methods
(mostly iterative procedures) have been proposed to
deal with the semantic gap (Rui et al., 1998). In most
cases the idea underlying these methods is to integrate
the information provided by the user into the decision
process. This way, the user is in charge of guiding
the search by indicating his/her preferences, desires
and requirements to the system. The basic idea is
rather simple: the system displays a set of images
(resulting from a previous search); the user selects
the images that are relevant (desired images) and re-
jects those which are not (images to avoid) according
to his/her particular criterion; the system then learns
from these training examples to achieve an improved
performance in the next run. The process goes on it-
eratively until the user is satisfied. This kind of proce-
dures are called relevance feedback algorithms (Zhou
and Huang, 2003), (de Ves et al., 2006).

A query can be seen as an expression of an infor-
mation need to be satisfied. Any CBIR system aims
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1−π(x) . The model can also be
stated directly specifying π(x) as

π(x) =
exp(α+β1x1 + . . .+βpxp)

1+ exp(α+β1x1 + . . .+βpxp)
. (2)

The parameter βi refers to the effect of xi on the log
odds that Y = 1, controlling the other x j. The model
parameters are obtained by maximizing the likelihood
equations.

In the first steps of the procedure, we have a major
difficulty when having to adjust a global regression
model in which we take the whole set of variables into
account, because the number of images (the number
of positive plus negative images chosen by the user)
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do not know, a priori, which set of visual descriptors
will provide us with the best information.

As OWA operators are bounded by the max and
min operators, Yager introduced a measure called or-
ness to characterize the degree to which the aggrega-
tion is like an or (max) operation:

orness(W ) =
1

n−1

n

∑
i=1

(n− i)wi. (3)

This author also introduced the concept of disper-
sion or entropy associated with a weighting vector:

Disp(W ) =
n

∑
i=1

wi lnwi. (4)

Disp(W ) tries to reflect how much of the information
in the arguments is used during an aggregation based
on W .

Clearly, the vector of weights W can be pre-fixed,
but a number of approaches have also been sug-
gested for determining it according to different cri-
teria. One of the first methods developed was pro-
posed by O’Hagan (O’Hagan, 1988). It provides us
with the vector of weights for a given level of orness
(optimism) which maximizes their entropy:

W = argmax
n

∑
i=1

wi lnwi

subject to
{

α = 1
n−1 ∑n

i=1(n− i)wi,

∑n
i=1 wi = 1,wi ∈ [0,1].

This problem is not computationally easy to solve.
Fuller and Majlender (Fuller and Majlender, 2003)
have obtained the analytical expression of the maxi-
mum entropy weights.

Figure 1 shows the aggregation of weights for
n = 10 obtained with the above-mentioned method
for orness value α ∈ [0.3,0.7]. In this work, the ag-
gregation weights have been computed by using this
method.

4 VISUAL FEATURES

This section deals with the low level features the sys-
tem uses for predicting human judgment of image
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Figure 1: Aggregation weights obtained by means of Fuller
and Majlender method for (orness value) α = 0.3 (blue line)
and α = 0.7 (red line).

similarity. The relevance feedback methodology we
have developed is independent of any specific image
indexing and may be applied to any of them. Amongst
the used characteristics we can mention:

Color representation: the current version of the sys-
tem incorporates:
• A histogram of the HS (Hue, Saturation) values

of the image pixels: these values are obtained
after conversion to HSV color space and quan-
tization into (H×S) = (10×3) = 30 color bins.

Texture representation: the system currently works
with information about textures in the image:
• The granulometric cumulative distribution

function. A granulometry is defined from the
morphological opening of the texture using a
convex and compact subset containing the ori-
gin as structuring element. In our case we have
used a horizontal and a vertical segment as the
structuring elements.

5 THE ALGORITHM

So far we have made a detailed description of the
different theoretical components of our novel search
strategy. It is now time to explain how we combine
them into an efficient relevance feedback algorithm.

Let us assume a collection of images (the
database) where a set of image features has been com-
puted off-line for each image in the collection (see
section 4). Let us also assume that the images are
initially randomly ranked. Each iteration of the rele-
vance feedback algorithm changes the ranking of the
images according to a given set of data. By data we
mean a user selection of positive and negative relevant
images, and a set of aggregation weights.

An schematic description of the procedure is as
follows:

Initialization: Images are randomly ranked.

Input parameters: Positive and negative relevant
images are selected from among the whole collec-
tion. Let IP be the set of positive samples, and IN
the set of negative samples. Let W = (w1, . . . ,wn)
also be the set of aggregation weights, where n
is the number of relevance probabilities (outputs
of the different logistic regression models) to be
combined.

Logistic regression model: Using inputs selected in
the previous step, several logistic regression mod-
els are fitted. Such models are applied to each im-
age I j in the database, obtaining their respective
relevance probabilities, (π1(I j), . . . ,πn(I j)).

Aggregation and ranking: In order to obtain a
unique relevance value, the relevance probabili-
ties π1(I j) . . .πn(I j) should now be aggregated us-
ing the previously selected weights W (see section
3). Images are ranked according to the computed
relevance values.

When a user rejects an image by selecting it as
negative, we assume that the user’s wish for that
particular image will not change at any point in the
searching process. Therefore we have implemented a
memory algorithm for the selection of negative rel-
evant images. Negative selections are remembered
through all iterations. In iteration r, the set of negative
relevant images used as input for the logistic regres-
sion model, IN, is obtained as:

IN = Ir
N∪ Iprev

N , (5)

where Ir
N is the set of negative images selected by the

user in iteration r, and Iprev
N is a subset of randomly

selected images from user negative selections made
in iterations 1 to r− 1. The probability of a certain
image, Ii, belonging to Iprev

N is:

P(Ii) =
i

∑r−1
q=1 qNq

, (6)

where Ii is each image selected as negative in itera-
tion i, Nq is the number of negative selected images in
iteration q, and r is the present iteration.

6 EXPERIMENTAL RESULTS

The main objective of our algorithm is to find an im-
age which is similar to what the user may have in
mind. Therefore, the first step in the design of the
experiments would be to define what is understood
by ”similar”. Unfortunately, this is not easy since it
depends on the user, and the goal of the algorithm
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Figure 2: Target images used in experiments.

For each target image the search proceeds itera-
tively. In each iteration the user has to select some rel-
evant images (similar to the target according to his/her
judgment) and others significantly different from the
target. The number of images of each type is left to
the user, although two conditions must be fulfilled: at
least one relevant and one irrelevant images must be
selected and the total number of selections has to be
greater than 4. The algorithm proceeds as explained
in previous sections and the images are ranked. If the
target appears in the first 16, it is considered to have
been found; otherwise the user can move backwards
or forwards to see more images in rank order and a
new iteration of choosing/search/showing begins.

To ensure that the experiments are not biased, the
query tasks were performed by a group of 40 users
who had not been involved in the design and devel-
opment of the system and had no knowledge of the
content of the database or of the retrieval features and

Table 2: Average, maximun, minimun iteration number to
find a target image.

Image It. Av. max min
Car 5.17(2.95) 12 1

Flower 4.17 (3.20) 17 1
Butterfly 4.71 (3.70) 19 1
firework 2.14 (1.81) 9 1

Miro 3.67 (1.55) 8 2
Glass 3.42 (1.52) 6 1
All 3.88(1.07) 19 1

methods used (untrained users).
Table 2 shows the average and standard deviation

of the number of iterations needed to find images by
these untrained users. The last row shows the aver-
age for all images and users. The experiments exhibit
good performance in finding a target image (3.88 iter-
ations in average) in the used database.

7 CONCLUSION

This paper addresses the problem of image retrieval
by means of an algorithm based on logistic regression.
The main advantage of the method is the facility of
incorporating the feedback of the user. Its main draw-
back is the lack of sufficient information (too small
sample) to fit the model, since the number of inputs
(image features) is usually high. This has been ad-
dressed by means of partial models that get the output
from each subset of the inputs. The problem of com-
bining the information of the different models, which
is a data fusion problem, is solved by using an ordered
weighted averaging (OWA) operator.

Concerning the experimental results, the average
number of iterations shown in 2 exhibits good perfor-
mance of the procedure. Some further experimenta-
tion and results analysis is currently being carried out
by our research group, where users are grouped and
classified with regard to there interaction of the itera-
tive process of image selection.
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