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Abstract. Singular Value Decomposition (SVD) is a useful technique for di-
mensionality reduction with a controlled loss of information. This paper makes
the very simple but worth-while observation that many attributes that contain no
information about the class label, may thus be selected erroneously for a super-
vised learning task. We propose to first use a very tolerant filter to select on a
univariate basis which attributes to include in the subsequent SVD. The features,
“the latent variables”, extracted from relevant descriptors allow to build a better
classifier with a significant improvement of the generalization error rate and less
cpu time. We show the efficiency of this combination of feature selection and
construction approaches on a protein classification context.

1 Introduction

Data preprocessing is a crucial step when we have to analyze an unstructured dataset.
Indeed, it is not possible to handle directly the native description of data to run a ma-
chine learning algorithm when we treat images, text, or in our case, when we want to
predict proteins families from their primary structure. The learning process is thus pre-
ceded by two data preprocessing operations: extract descriptors from the native format
of data in order to build an attribute value table; build features from these descriptors in
order to produce an efficient classifier

The direct use of all descriptors extracted from the unstructured representation as
features for the learning algorithm is in general not a good strategy. Their number is
very high, which induces drawbacks: the computing time is very high and the quality of
the learning classifier is often poor because we have a sparse dataset, and it is difficult
to estimate in a reliable way the probability distribution ("The curse of Dimensionality
Problem”). In a protein discrimination process from their primary structures [1], the
native description of a protein is a succession of characters representing amino acids.
It is not possible to run directly a learning algorithm. We then generated a Boolean

3n this paper, we call "descriptors” the attributes which are extracted from the native data
format, i.e.,n-grams in our context; we call "features” the attributes which are presented to
the supervised learning algorithm.
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attribute-value table by checking the presence or abseh8egmams (a sequence of
3 consecutive characters) for each protein. Because ther20akinds of characters
(amino acids), we can produce 8000 descriptors for 100 ebemthe quality of the

classifier on all descriptors is often bad.

To solve these disadvantages, we are interested in théarr@dtintermediate fea-
tures from the descriptors. The goal is to produce a new septation space which
preserves the properties of the initial space, in particojapreserving the proximity
between the examples. These new features, which will begedvio the learning al-
gorithm, must have the following qualities: they must reyer a good summary of the
original data; they must be easy to interpret so that we cadenstand the influence of
each descriptors; they must be relevant for a supervisedifgptask; a small number
of them must be sufficient to learn classifier efficiently. Birggular value decomposi-
tion (SVD) seems to answer in an adequate way these spdoifisaindeed it aims to
transform raw data to a new co-ordinate system, where treabtbe new space repre-
sent “factors” or “latent variables” which reveal the unglerg structure of the dataset.
This approach, very popular in high dimensional data prsings presents nevertheless
a drawback in the context of supervised learning: a lot dfahdescriptors are irrele-
vant for the supervised learning task. To take them into aetim the construction of
features (factors) considerably reduced the relevandeesktfeatures.

In this paper, we propose to insert a phase of descriptoctsaiebefore building
the latent variables with the singular value decomposifidns phase of selection must
only take account of the relevance of the descriptors andbhtteir redundancy, it
must be rather permissive so that information necessarystuighinate is preserved.
Only the selected descriptors will then be presented to YHe, $hus making it possi-
ble to produce an effective reduced space of representftiaftiscrimination. In our
protein discrimination context, the results show that isusficient to keepb factors.
Another advantage, although that was not our first goal mwhrk, is that the reduc-
tion of the number of descriptors presented to the SVD algariallows one to reduce
dramatically the computing time.

Section 2 introduces the SVD process and our improvemetteircontext of su-
pervised learning in high dimensional dataset. The prat&arimination problem and
results of experiments are presented in Section 3. Sectitlmsdribes some further ex-
periments which allows us to better evaluate the behaviounapproach. We conclude
in Section 5.

2 The Singular Value Decomposition for Supervised Learning

2.1 The Singular Value Decomposition Process

SVD produces a new representation space of the observatiartgrg from the ini-
tial descriptors by preserving the proximity between thanegles. These new features
known as "factors” or "latent variables” have several vetlyantageous properties: (a)
their interpretation very often allows to detect pattemmshie initial space; (b) a very
reduced number of factors allows to restore informationta@ioed in the data; (c) the
new features form an orthogonal basis, learning algorithues as linear discriminant
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analysis work well [2]. This process is often used in micragidata analysis [3] or text
retrieval [4], fields where the initial number of descrigas very high and where the
dimensionality reduction is crucial before data analysis.

There are numerous theoretical presentations of the SVDgRy speaking, we
produce from an initial description spage= {X;,..., X} of J descriptors (and
examples), a new space of J featubes: {F1, ..., F);} with the following constraints:
¥ is an orthogonal basis; the factdy is built from a projection vectoP; (||P1|| = 1)
S0 as to maximize the variance Bf, v; = Var(F}); the second factoF; is built from
a projection vectoP, (|| Pz|| = 1) so as to maximize the varianeg = Var(F3), and
F» must be independent (perpendicular)Hg, etc. In the two spaces, the proximity
between two individuals is preserved, and more interestinghe subspace (p <
J) of ¥, the distance between two examples is roughly respectedjuhlity of the
approximation can be measured using the sum of variangefiodt selected factors
(Sp = Z?:l ;).

There is a mathematical relation between SVD and PCA (RrahdComponent
Analysis) when the descriptors are standardizett! I the transpose af, the square
matrix (N'R) is a correlation matrixv, is its first eigenvalue ané; is the associated
eigenvector. Thus, the sum of variance of the firselected factors is the proportion of
explained variance with these factofs,(= S—;)

In addition to the dimensionality reduction which improubg efficiency of the
supervised learning algorithm, this process allows toadeted extract the true patterns
in the data, the last factors express the noisy informatighe dataset. From this point
of view, the SVD is an effective data cleaning process, bgcilg the p best factors,
we reject negligible information contained in the data. §htis possible to reconstruct
an approximate version of original data from the selectetbfa and projection vectors.

About the implementation, the challenge was considerdbigas not possible to
use diagonalization techniques from th@00 x 8000 correlation matrix in order to
extract eigenvalue and eigenvectors. It was thus necessaonsider the direct extrac-
tion of the singular values from the standardized matriwith a powerful algorithm,
the computing time and the memory requirement are majorti@nts. We used the NI-
PALS implementation [5] which interprets the singular akxtraction as successive
orthogonal regressions: the first one produces the firstifdgt using the residuals of
this regression, we perform a new regression in order toym®the second factdrs,
etc. This approach allows to reduce computations conditiesance we can stop calcu-
lations as soon as the first p factors were generated. In periexents, from a = 100
examples and = 7000 descriptors, the firsi factors are generated in 10 seconds on
a standard personal computer running under Windows (Reritly- 1 Ghz — 512 MB
RAM). We use the TANAGRA [6], an open source data mining safey source code
is available on the website of the authors (hitric.univ-lyon2.fi“ricco\tanagra).

2.2 SVD and Irrelevant Descriptors

If the SVD is a very interesting process for dimensional@siuction by controlling the
loss of information, it has a major drawback in a protein sifésation framework: the
SVD is an unsupervised process. In fact, to build the factbused all the descriptors,
including the irrelevant one for a supervised learning task
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Fig. 1. SVD on unsupervised (a) and supervised (b) tasks.

To illustrate this drawback, we show the same situation oartficial two-dimen—
sional dataset (Figure 1). On the unlabeled dataset (Figajethe first extracted factor
F, seems appropriate, but on the labeled dataset (Figurenetsee that the descriptor
X5 is irrelevant for the learning task, however the SVD exsabe same factaf;.

In this paper, we propose to perform first a descriptor sieledbefore building
the factors with SVD. We call this combination FS-SVD (Feat8election - Singular
Value Decomposition). The goal of the selection is not todpie the most powerful
subspace for the prediction like in classical feature s$iele@rocess [7] but rather to
eliminate the irrelevant descriptors before the SVD precésthis point of view, we
use a very simple filter algorithm: we rank the descriptoating to the correlation
coefficient criterion and keep th® best for SVD (the correlation coefficient computed
on 0/1 attribute is similar tq? criterion on Boolean true/false attribute) [8]. Of course,
some selected descriptors are redundant but it is does rt#rrbacause the features
obtained with the SVD are orthogonal.

We propose the following framework for protein classifioati

Extract descriptors from native format of proteins seqesnc

Select the 50 most correlated descriptors with the clasigate (protein family);
Build and select the 5 first (best) features with the SVD psege

Use these features in a supervised learning algorithm, weausearest neighbor
classifier -NN) because it is very sensitive to irrelevant descriptaomd allows
us to evaluate our data preprocessing framework, espedtiadl preservation of
the proximity between the examples [2]. We plan to test oslupervised learning
algorithms in the near future.

The chosen parameters in our study flescriptors and features) are defined in
an approximate way and are appropriate for all cases thateaéetl. Actually, in the
majority of cases, the first 2 factors are sufficient, but wefgred to make a simpli-
fied choice and avoid fine tuning parameters which is alwagblpm dependent and a
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Fig. 2. Native description of proteins.

source of overfitting, especially when we use a cross vadidarror rate estimate. This
is particularly true in our case where we have a small numbexamples compared to
a large number of descriptors.

3 Experiments on a Protein Classification Problem

3.1 The Protein Classification Problem

In this paper, we use the text mining framework for a protéassification problem
from their primary structures. The analogy with text cléisation is relevant in our case,
indeed the original description of the dataset is very simi protein is described by
a series of characters which represents amino acids. TreB®gossible amino acids.
We show an example of a file describing a few proteins (Figire 2

However, unlike the text classification, there is no "nafusaparation in the char-
acter sequences, it is not possible to extract "words” forctvlwe can easily attach
semantics properties. Therefore, we have useditgeams, a sequence afconsecu-
tive characters, in order to produce descriptors.

Previous works showed that the choicewof 3 (3-grams) and boolean descriptors
give a good compromise to produce accurate classifier [1]oldfain a Boolean at-
tribute - value dataset with several thousands of descsgfeigure 3). The theoretical
maximum number of 3-grams for a protein classification probls20® = 8000. Of
course, all3-grams are not present in a dataset but experiments shoatdi¢hwere
close to this value. Numerous 8fgrams are irrelevant, others also are redundant. The
main challenge of the feature reduction is to build appadprfeatures for a supervised
learning task. There are several reasons for this dimeakiypmneduction: (1) machine
learning algorithms work badly when the dataset is too spaslecting a subset of
relevant features often improves the classifier perforrma(®) the complexity of the
learning algorithms always depends on the number of inpatufes; the elimination
of useless attributes allows to a considerable improverimlenbmputing time; (3) a
reduced number of features provides a better understanflihg classifier.
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Fig. 3. Boolean 3-grams attribute-value table from native description.

3.2 Experimental Results

Five protein families have been randomly extracted fromdéie bank SCOP [9], the
aim being to discriminate each pair of proteins. We use tradb@p-plus error rate
estimate [10] instead of the standard cross-validationard-one out error rate estimate
because they can suffer of high-variability in certain sase

In this paper, we compare 3 approaches: (ALL) we run the searghbor al-
gorithm on all descriptors; (SVD) we run the learning algan on the 5 first factors
extracted from all descriptors; (FS-SVD) we perform a s&decof 50 best descriptors
and run the learning algorithm on the 5 first factors extietging a SVD from these
descriptors. The results are available in Table 1.

Table 1.Estimated error rate on each protein discrimination problem.

Proteins pairs)ALL |SVD |FS-SVD
Fio 0.17780.04450.0024
i3 0.17280.00150.0045
Fia 0.12930.01890.0035
Fis 0.16640.00830.0019
Fas 0.25930.16530.0308
Foy 0.11130.07310.0276
Fos 0.14960.13010.0213
Fy 0.20730.08030.0310
Fs5 0.23280.11110.0568
Fus 0.14410.16850.0387

The results suggest some interesting comments:

— Running the learning algorithm on all descriptors is anfineit approach, the
high dimensionality deteriorates the results, because tie many irrelevant de-
scriptors, but also because the nearest neighbor work/paoen we have a sparse
dataset.

— The SVD approach improves the performance of the clasdifierdimensionality
reduction allows the learning algorithm to work well. Let mste that in the ma-
jority of the problems studied, the first 5 factors restd5&; of the information
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contained in the data. We will further study below the inflcef the number of
selected factors on the performance of the classifier.

— Descriptor selection before building the factors is an iffitway to improve the
classifier performance. In all cases, FS-SVD outperformB 3¥moving irrelevant
descriptors helps the singular value decomposition tegtatio build more relevant
features (factors) for the learning algorithm.

Even if that were not our first goal in this work, it neverthedavere interesting
to compare the computing times between the two approachéd3 é8d FS-SVD): we
noted that, on average, the descriptor selection allowsdoael 5 times the execution
time of the protein classification problems.

4 Discussion: Further Experiments

4.1 The Influence of the Number of Factors

On the FS-SVD process, a detailed study of the results shtveedery often the first
2 factors are sufficient to produce powerful classifier. We ase a feature selection
process to individually evaluate each factors. Becaugedteorthogonal, an evaluation
of their relevance can be independently used but we thinkittie&anot decisive in our
case, this is why we make the default choice of 5 factors.

More interesting was the choice of the number of factorsHer$VD process. The
choice of 5 factors allows us to compare the two approachewélnave seen that in
this case, the loss of information is nevertheless sigmifideor theFs, problem (Table
1) , we set several values of extracted factors with the Sidagrh, we measure the
explained variance and the error rate of the learning dlas¢trable 2). We see that the
trade-off between the quality of the representation (eérplhvariance on the selected
factors) and efficiency of the learning algorithm (whichfets of the increase of the
representation space) is not easy to find. To introduce a @ijustanent of the number
of selected factors in order to optimize the error rate idatdpposite of our approach,
moreover that would increase the risks of overfitting.

Table 2. Explained variance and error rate of the classifier forRheproblem.

Selected factorg(%) variance|Error rate

5 15 0.0805
10 24 0.0801
20 38 0.1100
50 67 0.2063

100 95 0.2129
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4.2 Feature Construction vs. Feature Selection

Select relevant and non redundant features leads to imprdeassification accuracy.
In this paper, the descriptor ranking allows to eliminatel@vant descriptors, the SVD
process allows to build orthogonal features from the reiedascriptors.

In order to improve the classifier performance, anothert&wlus to perform a more
aggressive descriptor selection which combines the deteof the relevance and the
elimination of redundancy. The correlation based appreaems a promising way in
this domain, especially in the microarray data analysi®e F&€BF method [11] can
make the best trade-off between relevance and redundaigymiportant in this paper
to verify, in the first time, if this approach leads to bettkssifier, and in the second
time, to consider the respective advantage of the two appesa feature construction
from SVD and redundancy based descriptor selection.

Table 3.Number of the selected descriptors and error rate with FCBF. ComparigoFS-SVD.

Proteins pairs|Err. (FS-SVD)|Descriptors (FCBF)Err. (FCBF)
Fis 0.0024 28 0.0048
Fis 0.0045 30 0.0022
Fia 0.0035 30 0.0028
Fis 0.0019 23 0.0020
Fos 0.0308 5 0.0476
Foy 0.0276 13 0.0272
Fos 0.0213 6 0.0702
Fsy 0.0310 9 0.0376
Fs5 0.0568 6 0.0649
Fius 0.0387 12 0.0262

Roughly speaking, FCFB ranks the features using a comelatieasurement. It
selects a feature (1) if its correlation with class attrébist upper tham (a parameter
of the algorithm); (2) if it is predominant i.e. its corratat with the class attribute is
upper than its cross-correlation to the all other featuresur experiment, it is clear that
FCBF is heavily parameter dependent. Btgarameter which allows to control the size
of selected descriptors subset is very hard to adjust. Wehesstandard = 0.3 which
seems a good compromise for our files, experiments reselteeported in Table 3. It
seems that FCBF gives similar results to our approach, inasdaFCBF outperforms
FS-SVD, the dimensionality reduction is effective. It iawossible to obtain better
results by adjusting the parameter; in this case, the nuoftelected descriptors can
be modified without significant improvement of the classifierformance.

But a detailed study of the results calls into question thessults. Indeed, in our
dataset the descriptors are automatically generated froomsatructured data format,
the choice oB8-grams is a compromise in order to obtain a efficient clagstfie elim-
ination of the redundant descriptors is a purely mechampioatess, it masks the con-
comitant action of two or several descriptors. For instafioethe discrimination of
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"Tool Like Receptor” protein family, experts know that thegyram "LDLS” is a signifi-
cant descriptor. Because we usgrams, we obtain "LDL” and "DLS”, the redundancy
based methods eliminates one of them, thus preventing angubh interpretation of
the results.

The SVD offers several kind of visualization of the resulisadvantages in protein
discrimination are interesting: we can at the same timeystud data as well from the
point of view of the coordinate of individuals in the new repentation space, as the
point of view of the evaluation of the influences of the dgstoris in the construction
of the "latent variables”. This "pattern detection” propeof SVD can be very useful
in the search of more powerful and interpretable desciptioan the simpl&-grams.
We can for instance build &-grams from 2 compatible3-grams which are highly
correlated with the first factor. We manually did it for the ment, but it appears that it
is a promising approach if we find a strategy to automatizepghicess.

5 Conclusion

In this paper we show that elimination of irrelevant degonip allows the singular value
decomposition to produce more efficient factors for the garotlassification context
where we have a high dimensional boolean dataset. Thef@asgicuracy is improved
significantly. In the same time, the computing time is dracadlyy reduced. Our ap-
proach is rather robust because we can avoid any fine tunithg glarameters, the risks
of overfitting are reduced.

These results open new perspectives. Indeed, the singlla decomposition of-
fers powerful tools for interpretation of results which reakpossible for the expert to
improve his knowledge of the domain and to propose some eos which can, in
particular, lead to the creation of more powerful and unidedable descriptors.

In this paper, we see that combining feature selection arid &\6ws to increase
the performances of K-NN which is very sensitive to high disienality. In a future
work, it will be interesting to study the behavior of this dgrocessing on more robust
learning algorithms such as linear support vector machimketey to characterize the
context where this approach is the most powerful.
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