
IMAGE-BASED AND INTRINSIC-FREE VISUAL NAVIGATION
OF A MOBILE ROBOT DEFINED AS A GLOBAL VISUAL

SERVOING TASK
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Abstract: The new contribution of this paper is the definition of the visual navigation as a global visual control task which
implies continuity problems produced by the changes of visibility of image features during the navigation. A
new smooth task function is proposed and a continuous control law is obtained by imposing the exponential
decrease of this task function to zero. Finally, the visual servoing techniques used to carry out the navigation
are the image-based and the intrinsic-free approaches. Both are independent of calibration errors which is
very useful since it is so difficult to get a good calibration in this kind of systems. Also, the second technique
allows us to control the camera in spite of the variation of its intrinsic parameters. So, it is possible to modify
the zoom of the camera, for instance to get more details, and drive the camera to its reference position at the
same time. An exhaustive number of experiments using virtual reality worlds to simulate a typical indoor
environment have been carried out.

1 INTRODUCTION

Image-based visual servoing approach is now a well
known control framework (Hutchinson et al., 1996).
A new visual servoing approach, which allows to con-
trol a camera with changes in its intrinsic parame-
ters, has been published in the last years (Malis and
Cipolla, 2000; Malis, 2002c). In both approaches,
the reference image corresponding to a desired po-
sition of the robot is generally acquired first (during
an off-line step), and some image features extracted.
Features extracted from the initial image or invariant
features calculated from them are used with those ob-
tained from the desired one to drive back the robot to
its reference position.

The framework for robot navigation proposed is
based on pre-recorded image features obtained during
a training walk. Then, we want that the mobile robot
repeat the same walk by means of image-based and
intrinsic-free visual servoing techniques. The main
contribution of this paper are the definition of the vi-
sual navigation as a global visual control task. It im-
plies continuity problems produced by the changes of
visibility of image features during the navigation and
the computing of a continuous control law associated
to it.

According to our knowledge, the approximation
proposed to the navigation is totally different and new
in the way of dealing with the features which go in/out
of the image plane during the path and similar to some
references (Matsumoto et al., 1996) in the way of
specifying the path to be followed by the robot.

2 AUTONOMOUS NAVIGATION
USING VISUAL SERVOING
TECHNIQUES

The strategy of the navigation method used in this pa-
per is shown in Figure 1. The key idea of this method
is to divide the autonomous navigation in two stages:
the first one is thetraining stepand the second one is
theautonomous navigation step. During thetraining
step, the robot is human commanded via radio link
or whatever interface and every sample time the robot
acquires an image, computes the features and stores
them in memory. Then, from near its initial position,
the robot repeat the same walk using the reference
features acquired during thetraining step.
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Figure 1: The strategy of the navigation method imple-
mented. First a training step and the autonomous naviga-
tion.

2.1 Control law

As it was mentioned in Section 1, image-based and
intrinsic-free visual servoing approaches (Hutchinson
et al., 1996; Malis and Cipolla, 2000) was used to de-
velop the autonomous navigation of the robot. Both
approaches are based on the selection of a sets of vi-
sual features or a setq of invariant features that has
to reach a desired values∗ or q∗. Usually,s is com-
posed of the image coordinates of several points be-
longing to the considered target andq is computed as
the projection ofs in the invariant space calculated
previously. In the case of our navigation method,s∗

or q∗ is variable with time since in each sample time
the reference features is updated with the desired tra-
jectory ofs or q stored in the robot memory in order
to indicate the path to be followed by the robot.

To simplify in this section, the formulation pre-
sented is only referred to image-based visual ser-
voing. All the formulation of this section can be
applied directly to the invariant visual servoing ap-
proach changings by q. The visual task function
(Samson et al., 1991) is defined as the regulation of
an global error function instead of a set of discrete
error functions (Figure 2):

e = C(s − s∗(t)) (1)

The derivative of the task function,consideringC
constant, will be:

ė = C(ṡ − ṡ∗) (2)

It is well known that the interaction matrixL , also
called image jacobian, plays a crucial role in the de-
sign of the possible control laws.L is defined as:

ṡ = L v (3)

wherev = (VT, ωT) is the camera velocity screw
(V and ω represent its translational and rotational
component respectively).

Plugging the equation (3) in (2) we obtain:

ė = CLv − C ṡ∗ (4)
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Figure 2: Navigation as a global task vs discretization of the
navigation task

A simple control law can be obtained by imposing
the exponential convergence of the task function to
zero:

ė = −λ e so CLv = −λ e + C ṡ∗ (5)

whereλ is a positive scalar factor which tunes the
speed of convergence:

v = −λ (CL)
−1

e + (CL)
−1

C ṡ∗ (6)

if C is setting toL+, then(CL) > 0 and the task
function converge to zero and, in the absence of local
minima and singularities, so does the errors− s∗. Fi-
nally substitutingC by L+ in equation (6), we obtain
the expression of the camera velocity that is sent to
the robot controller:

v = −λ L+ (s − s∗(t)) + L+ ṡ∗ (7)

Remember that the whole formulation is directly
applicable to the invariant visual servoing approach
changings byq. As will be shown in the next section,
discontinuities in the control law will be produced by
the appearance/disappearance of image features dur-
ing the navigation of the robot. The answer to the
question:why are these discontinuities producedand
their solution are presented in the following section.

3 DISCONTINUITIES IN VISUAL
NAVIGATION

In this section, we describe more in details the dis-
continuity problem that occurs when some features go
in/out of the image during the vision-based control. A
simple simulation illustrate the effects of the disconti-
nuities on the control law and on the performances of
the visual servoing. The navigation of a mobile robot
is a typical example where this kind of problems are
produced.
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(a) Croquis of the autonomous navigation of the robot
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Figure 3: Navigation of a mobile robot controlled by visual
servoing techniques.

3.1 What happens when features
appear or disappear from the
image plane?

During autonomous navigation of the robot, some
features appear or disappear from the image plane so
they will must be added to or removed from the visual

error vector (Figure 3). This change in the error vec-
tor produces a jump discontinuity in the control law.
The magnitude of the discontinuity in control law de-
pends on the number of the features that go in or go
out of the image plane at the same time, the distance
between the current and reference features, and the
pseudoinverse of interaction matrix.

In the case of using the invariant visual servoing ap-
proach to control the robot, the effect produced by the
appearance/disappearance of features could be more
important since the invariant spaceQ used to compute
the current and the reference invariant points(q,q∗)
changes with features(Malis, 2002c).

4 CONTINUOUS CONTROL LAW
FOR NAVIGATION

In the previous section, the continuity problem of the
control law due to the appearance/disappearance of
features has been shown. In this section a solution is
presented. The section is organized as follows. First,
the concept of weighted features is defined. Then, the
definition of a smooth task function is presented. Fi-
nally, the reason to reformulate the invariant visual
servoing approach and its development is explained.

4.1 Weighted features

The key idea in this formulation is that every feature
(points, lines, moments, etc) has its own weight which
may be a function of image coordinates(u,v) and/or a
function of the distance between feature points and
an object which would be able to occlude them, etc
(Garćıa et al., 2004). To compute the weights, three
possible situations must be taking into account:

4.1.1 Situation 1: Changes of visibility through
the border of the image (Zone 2 in Figure 4
a)

To anticipate the changes of visibility of features
through the border, a total weightΦuv is computed
as the product of the weights of the current and ref-
erence features which are function of their position in
the image (γi

uv, γi
uv

∗

). The weightγi
uv = γi

u · γi
v is

computed using the definition of the functionγy(x)
(γi

u = γy(ui) andγi
v = γy(vi) respectively) (Garćıa

et al., 2004).

4.1.2 Situation 2: The sudden appearance of
features on the center of the image (Zone 1
in Figure 4 b)

To take into account this possible situation, every new
features (current and reference) must be checked pre-
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Figure 4: Appearance/Disappearance of image features
through the border and the center of the image during the
navigation of the mobile robot.

viously to known if they are in Zone 2 or Zone 1. If
the new features are in Zone 2, the appearance of the
features are considered in Situation 1. If they are in
Zone 1, a new weight function must be defined to add
these new features in a continuos way.

The weight function proposedΦi
a is a exponential

function that tends to 1, reaching its maximum after
a certain number of steps which can be modified with
theα andβ parameters (Figure 5):

Φi
a(t) = 1 − e−α · tβ α, β > 0 (8)

4.1.3 Situation 3: The sudden disappearance of
features on the center of the image because
of a temporal or definitive occlusion (Zone
1 in Figure 4 b)

In this situation, the occlusions produced in the teach-
ing step on the Zone 1 are only considered since they
can be easily anticipated by the observation of refer-
ence features vector prerecorded previously.

To take into account this possible situation, a new
weight function must be defined to remove these fea-
tures from the current and reference vector in a con-
tinuos way. The weight function proposedΦi

o is a
exponential function that tends to 0, reaching its min-
imum after a certain number of steps which can be
modified with theν andσ parameters:

Φi
o(t) = e−ν · tσ ν, σ > 0 (9)

0 20 40 60 80 100 120 140 160 180 200
0

0.2

0.4

0.6

0.8

1

1.1

10−2 s

Φ
a

α = 1
α = 2
α = 4
α = 8
α = 16
α = 32

β = 2

(a) Φa(α)

0 20 40 60 80 100 120 140 160 180 200
0

0.2

0.4

0.6

0.8

1

10−2 s

Φ
a

β = 1
β = 2
β = 3
β = 4
β = 5
β = 6
β = 8

α = 16

(b) Φa(β)

Figure 5: PlottingΦa in function ofα andβ.

4.1.4 Global weight functionΦi

In this section, a global weight functionΦi which in-
cludes the three possible situations commented before
is presented. This function is defined as the product
of the three weight functions (Φi

uv, Φi
a y Φi

o) which
takes into account the three possible situations:

Φi = Φi
uv · Φi

a · Φi
o where Φi ∈ [0, 1] (10)

4.2 Smooth Task function

Suppose thatn matched points are available in the
current image and in the reference features stored.
Everyone of these points(current and reference) will
have a weightΦi which can be computed as it’s shown
in the previous subsection 4.1. With them and their
weights, a task function can be built (Samson et al.,
1991):

e = CW (s − s∗(t)) (11)

whereW is a (2n × 2n) diagonal matrix where its
elements are the weightsΦi of the current and refer-
ence features multiplied by the weights of the refer-
ence features.

The derivate of the task function will be:

ė = CW (ṡ− ṡ∗)+(CẆ+ ĊW)(s− s∗(t)) (12)

Plugging the equation (ṡ = L v) in (12) we obtain:

ė = CW (Lv−ṡ∗)+(CẆ+ĊW)(s−s∗(t)) (13)

A simple control law can be obtained by imposing the
exponential convergence of the task function to zero
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(ė = −λe), whereλ is a positive scalar factor which
tunes the speed of convergence:

v = −λ (CWL)−1e + (CWL)−1CWṡ∗ +

− (CWL)−1 (CẆ + ĊW) (s − s∗(t))(14)

if C is setting to(W∗L∗)+,then(CWL) > 0 and
the task function converge to zero and, in the absence
of local minima and singularities, so does the error
s−s∗. In this case,C is constant and thereforėC = 0.
Finally substitutingC by (W∗L∗)+ in equation (14),
we obtain the expression of the camera velocity that
is sent to the robot controller:

v = −(W∗L∗)+ (λ W + Ẇ) (s − s∗(t)) +

+ (W∗L∗)+Wṡ∗ (15)

4.3 Visual servoing techniques

The visual servoing techniques used to carry out the
navigation are the image-based and the intrinsic-free
approaches. In the case of image-based visual ser-
voing approach, the control law (15) is directly ap-
plicable to assure a continuous navigation of a mobile
robot. On the other hand, when the intrinsic-free ap-
proach is used, this technique must be reformulated to
take into account the weighted features.

4.3.1 Intrinsic-free approach

The theoretical background about invariant visual ser-
voing can be extensively found in (Malis, 2002b;
Malis, 2002c). In this section, we modify the ap-
proach in order to take into account weighted features
(Garćıa et al., 2004).

Basically, the weightsΦi defined in the previous
subsection must beredistributed(γi) in order to be
able to build the invariant projective spaceQγi where
the control will be defined.

Similarly to the standard intrinsic-free visual ser-
voing, the control of the camera is achieved by
stacking all the reference points of spaceQγi in a
(3n×1) vectors∗(ξ∗) = (q∗

1(t),q
∗

2(t), · · · ,q∗

n(t)).
Similarly, the points measured in the current cam-
era frame are stacked in the (3n×1) vectors(ξ) =
(q1(t), q2(t), · · · , qn(t)). If s(ξ) = s∗(ξ∗) then
ξ = ξ∗ and the camera is back to the reference po-
sition whatever the camera intrinsic parameters.

In order to control the movement of the camera,
we use the control law (15) whereW depends on
the weights previously defined andL is the interac-
tion matrix. The interaction matrix depends on cur-
rent normalized pointsmi(ξ) ∈ M (mi can be com-
puted from image pointsmi = K−1 pi), on the in-
variant pointsqi(ξ) ∈ Qγ , on the current depth dis-
tribution z(ξ) = (Z1, Z2, ..., Zn) and on the current
redistributed weightsγi. The interaction matrix in the

weighted invariant space (L
γi

qi = T
γi

mi (Lmi−C
γi

i ))is
obtained like in (Malis, 2002a) but the termCγi

i

must be recomputed in order to take into account the
redistributed weightsγi.

5 EXPERIMENTS IN A VIRTUAL
INDOOR ENVIRONMENT

Exhaustive experiments have been carried out using
a virtual reality tool for modeling an indoor envi-
ronment. To make more realistic simulation, errors
in intrinsic and extrinsic parameters of the camera
mounted in the robot and noise in the extraction of
image features have been considered. An estimation
K̂ of the real matrixK has been used with an error
of 25% in focal length and a deviation of 50 pixels
in the position of the optical center. Also an esti-
mation T̂RC of the camera pose respect to the ro-
bot frame has been computed with a rotation error of
uθ = [3.75 3.75 3.75]T degrees and translation er-
ror of t = [2 2 0]T cm. An error in the extraction of
current image features has been considered by adding
a normal distribution noise to the accurate image fea-
tures extracted.

In Figure 7, the control signals sent to the robot
controller using the classical image-based approach
and the image-based approach with weighted features
are shown. In Figure 7 (a,b,c), details of the control
law using the classical image-based approach, where
the discontinuities can be clearly appreciated, are pre-
sented. To show the improvements of the new formu-
lation presented in this paper, the control law using
the image-based with weighted features can be seen
in Figure 7 (d,e,f).

The same experiment, but in this case using the
intrinsic-free visual servoing approach, is performed.
In Figure 8 , the control signals sent to the robot con-
troller using the intrinsic-free approach and some de-
tails, where the discontinuities can be clearly appre-
ciated, are shown. The improvements of the new for-
mulation of the intrinsic-free approach with weighted
features are presented in Figure 9. The same details
of the control law shown in Figure 8 are presented
in Figure 9. Comparing both figures and their details,
the continuity of the control law is self-evident despite
of the noise in the extraction of image features.

Also in (Garćıa et al., 2004), a comparison between
this method and a simple filtration of the control law
was presented. The results presented in that paper cor-
roborate that the new approach with weighted features
to the problem works better than a simple filter of the
control signals.
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6 CONCLUSIONS

In this paper the originally definition of the visual
navigation as a global visual control task is pre-
sented. It implies continuity problems produced by
the changes of visibility of image features during the
navigation which have been solved by the definition
of a smooth task function and a continuous control
law obtained from it. The results presented corrobo-
rate that the new approach is continuous, stable and
works better than a simple filter of the control signals.
The validation of this results with a real robot is on
the way by using a B21r mobile robot from iRobot
company.
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Figure 6: Block diagram of the controller proposed
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Figure 8: Discontinuities in the control law: Intrinsic-free
approach.
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Figure 9: Continuous control law: Intrinsic-free approach
with weighted features.
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