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Large Language Models (LLMs) have advanced natural language processing across diverse applications, yet
their evaluation remains methodologically limited. Standard metrics such as accuracy or BLEU offer aggre-
gate performance snapshots but fail to capture the inherent variability of LLM outputs under prompt changes
and decoding parameters like temperature and top-p. This limitation is particularly critical in high-stakes do-
mains, such as legal, fiscal, or healthcare contexts, where output consistency and interpretability are essential.
To address this gap, we propose IMMBA: Integrated Mixed Models with Bootstrap Analysis, a statistically
principled framework for robust LLM evaluation. IMMBA combines Linear Mixed Models (LMMs) with
bootstrap resampling to decompose output variability into fixed effects (e.g., retrieval method, decoding con-
figuration) and random effects (e.g., prompt phrasing), while improving estimation reliability under relaxed
distributional assumptions. We validate IMMBA in a Retrieval-Augmented Generation (RAG) scenario in-
volving structured commodity classification under the Mercosur Common Nomenclature (NCM). Our results
demonstrate that IMMBA isolates meaningful performance factors and detects significant interaction effects
across configurations. By integrating hierarchical modelling and resampling-based inference, IMMBA offers
a reproducible and scalable foundation for evaluating LLMs in sensitive, variance-prone settings.

1 INTRODUCTION

Large Language Models (LLMs) have transformed
the landscape of natural language processing,
enabling remarkable progress across knowledge-
intensive tasks. Yet, systematic and statistically
sound evaluation of these models remains an open
challenge. Conventional metrics, such as accuracy,
Fl-score, or BLEU, often fail to capture the nu-
anced, probabilistic nature of LLM outputs, particu-
larly when using varied prompts or stochastic decod-
ing parameters, including temperature and nucleus
sampling (top-p).

This evaluation gap is not merely theoretical. In
high-stakes domains, legal decision-making, fiscal
classification, or healthcare, LLM outputs must be
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both reliable and reproducible, yet current evaluation
practices offer limited insight into the sources of out-
put variability, model robustness, or susceptibility to
hallucinations.

To address this, we propose a statistically prin-
cipled framework for LLM evaluation that integrates
bootstrap resampling with multivariate Linear Mixed
Models (LMMs). This approach enables:

* Decomposition of total output variability into
fixed effects (e.g., retrieval strategy, decoding pa-
rameters) and random effects (e.g., prompt phras-
ing), supporting interpretable performance analy-
sis.

* Robust estimation of model behaviour under re-
laxed parametric assumptions, mitigating over-
confidence in evaluation results.

* Identification of statistically significant interac-
tions between LLM configurations and retrieval
methods, informing model fine-tuning and de-
ployment decisions.
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We empirically validate our framework within a
Retrieval-Augmented Generation (RAG) setting, ap-
plying it to structured classification tasks based on the
Mercosur Common Nomenclature (NCM) system,
where contextual rigour and terminological precision
are essential (MERCOSUR, 2024). The NCM code
is based on the Harmonised System, the commod-
ity description code system developed by the World
Customs Organisation - WCO (WCO, 2018). Results
show that our methodology isolates method-specific
performance gains from prompt-induced variance and
experimental noise, with total variability partitioned
into fixed effects (G% = 2.14), prompt variability

((5129 = 0.66), and residual error (GZ = 6.42).

The current landscape of LLM evaluation reflects
a growing awareness of prompt variability, uncer-
tainty, and the need for statistically grounded assess-
ment methods. Yet, few existing approaches simulta-
neously incorporate prompt-level random effects, hi-
erarchical model configurations, and bootstrap-based
estimation within a unified statistical framework.

The proposed IMMBA framework addresses this
methodological gap. By integrating Linear Mixed
Models with bootstrap resampling, IMMBA en-
ables principled decomposition of variance into fixed
and random effects, offering reproducible and inter-
pretable insights into LLM performance variability
across prompts, decoding strategies, and model ar-
chitectures. Unlike prior methods, IMMBA brings
together hierarchical modelling and resampling in-
ference in a single, scalable pipeline, providing a
robust foundation for LLM evaluation, particularly
in retrieval-augmented or high-stakes domains where
output consistency and reliability are essential. The
main components of the framework are illustrated in
Figure 1, which depicts the sequential integration of
data preparation, LMM modelling, and bootstrap es-
timation.

The remainder of this paper is organised as fol-
lows: Section 2 reviews existing LLM evaluation
practices and identifies methodological gaps. Sec-
tion 3 details the proposed framework. Section 4 out-
lines the experimental design. Section 5 presents the
findings, Section 6 discusses the results and Section 7
concludes with directions for future research.

2 RELATED WORKS

Traditional approaches to evaluating large language
models (LLMs) often rely on aggregate metrics such
as accuracy, BLEU, or Fl-score. While these mea-
sures provide general performance estimates, they fail
to capture the stochasticity and prompt sensitivity in-
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Figure 1: The IMMBA flowchart.

herent in LLM outputs (Yang et al., 2024). Recent
work has shown that minor changes in prompt phras-
ing can cause significant variance in responses, high-
lighting a major limitation of single-score evaluations
(Liu et al., 2024; Kapoor et al., 2024).

Growing interest in prompt-induced variability
has led to methods that explicitly model uncertainty
in LLM behaviour. Jiang et al. (Jiang et al., 2023) use
prompt ensembles to calibrate epistemic uncertainty,
while Tonolini et al. (Tonolini et al., 2024) employ
Bayesian prompt selection to account for output vari-
ance. Other studies explore iterative prompting and
instruction tuning to estimate model uncertainty un-
der few-shot and in-context learning conditions (Ab-
basi Yadkori and Kuzborskij, 2024). These works un-
derscore the inadequacy of static evaluation pipelines
and the need for distribution-aware metrics.

To move beyond point estimates, several studies
incorporate statistical resampling techniques. Zhou et

93



WEBIST 2025 - 21st International Conference on Web Information Systems and Technologies

al. (Zhou et al., 2024) and Nikitin et al. (Nikitin et al.,
2024) apply bootstrap resampling to estimate confi-
dence intervals and assess semantic entropy in gen-
eration outputs. Bootstrap-enhanced conformal pre-
diction has also been proposed for calibrating out-
put confidence post hoc (Kapoor et al., 2024). These
methods offer improved robustness, particularly in
non-parametric or high-variance settings.

Despite their success in psychology and the so-
cial sciences, Linear Mixed Models (LMMs) remain
underexplored in NLP evaluation. Recent literature
hints at their potential: Liu et al. (Liu et al., 2024)
model response variance induced by instruction tun-
ing, suggesting latent hierarchical effects. However,
systematic use of LMMs to partition fixed and ran-
dom sources of variability—such as decoding pa-
rameters, prompt phrasing, and model type—remains
rare. Prior work in cognitive science has success-
fully applied LMMs to interpret language and vi-
sual data (H. Wang and Yu, 2022; C.-H. Liu and
Wang, 2023), and recent research has employed simi-
lar techniques to study cultural alignment in multilin-
gual LLMs (J. Rystrgm and Hale, 2025). Neverthe-
less, LMMs have yet to be fully leveraged in main-
stream LLM evaluation frameworks.

LLMQuoter (Bezerra and Weigang, 2025) eval-
uates its distillation-based model on quote extrac-
tion to enhance RAG. This is achieved using the
DSPy framework, which leverages OpenAl GPT-4.0
as an LLM Judge to calculate redefined Precision,
Recall, and Fl-score for the relevance of extracted
quotes. Furthermore, it assesses the Semantic Ac-
curacy (Sacc) of answers generated by various base
models by comparing performance when provided
with either extracted ’gold quotes’ or the full con-
text. In contrast, another study (Weigang and Brom,
2025) evaluates the quality of various LLMs and
traditional tools in Chinese-English-Chinese back-
translation, forming an LLM-BT framework. This
comprehensive evaluation uses a suite of metrics,
including BLEU (with a novel Jieba-segmentation-
based method), CHRF, TER, and Semantic Similarity
(SS), substantiated by statistical analyses such as the
multi-sample Friedman test and Dunn post-hoc test to
ascertain significant performance differences across
models and text types.

3 METHODOLOGY

This section presents the proposed statistical frame-
work for Large Language Model (LLM) evaluation,
integrating bootstrap resampling with multivariate
Linear Mixed Models (LMMs). The objective is to
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decompose the sources of performance variability in
LLM outputs, accounting for both fixed experimental
factors and random effects such as prompt phrasing.

3.1 Linear Mixed Model Formulation

To quantify performance variability, we adopt a multi-
variate Linear Mixed Model (LMM) structured as fol-
lows:

Yijkpr =H+Ai+Bj+Cr+R,+ (AB);j + (AC)ix
+ (BC) jk+ (ABC)ijik + Pp + €ijir ey
where:

* Yk pr represents the observed evaluation score for
a given configuration defined by model A;, tem-
perature Bj, top-p parameter Cy, retrieval method
R, and prompt P,,.

* uis the overall intercept.

* A;, B}, C, and R, denote the fixed effects associ-
ated with the model, temperature, top-p, and re-
trieval method, respectively.

* (AB)ij, (AC)ix, (BC) ji, and (ABC); jx represent in-
teraction terms between fixed effects.

e P, is a random effect capturing variability at-
tributable to prompt phrasing, modelled as P, ~

2
N(O’ GP)'
* &;jir is the residual error term, assumed to follow
2
A(0,03).
This formulation allows systematic decomposi-
tion of the total observed variance:

Var(Y;jx.pr) = 67+ 6p + O, )
where:

. G;- represents variance explained by fixed effects
and their interactions.

. 012,) captures variability induced by prompt phras-
ing.
2

e

This variance decomposition enables interpretable
attribution of performance fluctuations to experimen-
tal configurations and linguistic randomness, address-
ing a critical shortcoming of conventional aggregate
metrics.

¢ o, accounts for residual, unexplained noise.

3.2 Bootstrap Resampling for Robust
Estimation

To mitigate reliance on strict parametric assumptions
and improve estimator robustness, we integrate non-
parametric bootstrap resampling into the LMM fitting
process. The bootstrap procedure consists of the fol-
lowing steps:
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1. Generate B bootstrap samples by resampling, with
replacement, from the observed dataset.

2. Fit the LMM to each bootstrap sample, obtaining
distributions of parameter estimates and variance
components.

3. Construct empirical confidence intervals and stan-
dard errors based on the bootstrap distributions.

This approach accommodates potential deviations
from normality or homoscedasticity in LLM output
distributions, providing more reliable statistical infer-
ence. In our experiments, we employ B = 1000 boot-
strap iterations, ensuring stability of estimates with-
out prohibitive computational cost.

3.3 Evaluation Metrics

Model outputs were assessed along four dimensions,
each rated on a 0-10 ordinal scale by trained human
evaluators following a standardised scoring protocol.
Quality reflects the clarity, conciseness, and struc-
tural coherence of the response. Agreement captures
semantic alignment with an expert-validated base-
line. Accuracy measures factual correctness against
the gold-standard labels. Hallucination quantifies
the degree of unsupported or fabricated content, with
lower scores indicating greater reliability. To en-
sure consistency, multiple raters independently eval-
uated outputs. Divergences were resolved through
adjudication, and inter-rater reliability was measured
via Spearman’s correlation, which confirmed strong
agreement across evaluators.

The LMM and bootstrap analyses are applied in-
dependently to each metric, enabling granular decom-
position of performance variability across evaluation
dimensions. This procedure is illustrated in Figure 2.

0 2 4 6 8 10

Quality : : I : | | LMM
Agreement | l
Accuracy ] Bootstrap
Hallucination |
Evaluation

Figure 2: Evaluation metrics flow to the bootstrap.

3.4 Rationale for Statistical Design

The proposed methodology provides several advan-
tages over conventional LLM evaluation approaches:

* It accounts for hierarchical sources of variability,
isolating prompt-level randomness from system-
atic configuration effects.

» It identifies statistically significant interactions
between model parameters (e.g., retrieval method,
temperature, top-p), supporting informed model
tuning.

* The bootstrap-enhanced framework provides ro-
bust parameter estimation and confidence inter-
vals, reducing susceptibility to artefacts driven by
non-Gaussian output distributions.

In high-stakes applications requiring both preci-
sion and interpretability, this methodology offers a
statistically rigorous foundation for assessing LLM
reliability and guiding deployment decisions.

4 EXPERIMENTAL DESIGN

This section details the experimental setup adopted to
validate the proposed statistical framework for LLM
evaluation. The design ensures systematic control of
experimental factors, randomisation of prompts, and
robust statistical power for hypothesis testing.

The dataset used for the experimental design is the
Eleven Dataset (Di Oliveira et al., 2022), a database
that presents descriptions of goods according to the
Common Nomenclature of Mercosur captured from
Brazilian Electronic Invoices.

The detailed calculation and all the codes used are
available on the project GitHub .

4.1 Research Hypotheses

The following hypotheses were tested:

e H1: Fixed effects (model architecture, retrieval
method, decoding parameters) significantly influ-
ence LLM evaluation scores.

e H2: Prompt phrasing contributes measurable,
random variability to LLM outputs.

e H3: Bootstrap resampling improves the stability
and reliability of parameter estimates within the
LMM framework.

4.2 Factorial Design and Control
Variables

We employ a full-factorial design to assess the influ-
ence of model configurations and retrieval methods
on LLM performance. The design comprises:

e Models (A4;): Five distinct LLMs, encompass-
ing open-source and proprietary architectures of
varying capacities (gpt-4o-mini, deepseek-chat,

Uhttps://github.com/pcbrom/immba
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TeenyTinyLlama, gemini-2.0-flash, and Mistral-
7B).

Temperature (B;): Three decoding temperatures
(0.1, 1.0, 1.9) to control output randomness.

Top-p Sampling (C;): Three nucleus sampling
thresholds (0.1, 0.5, 0.9).

Retrieval Method (R,): Comparison between
conventional semantic retrieval and a retrieval-
augmented strategy incorporating metadata filter-
ing.

The resulting 3 X 3 x 6 x 2 = 108 experimen-
tal conditions are evaluated independently, ensuring
comprehensive coverage of the configuration space.

4.3 Prompt Selection and Random
Effects

To model linguistic variability, prompts are treated
as random effects within the statistical analysis. We
utilise a curated set of prompts derived from commod-
ity classification tasks under the Mercosur Common
Nomenclature (NCM) system. While the task pro-
vides a realistic, high-precision use case, the evalu-
ation framework is agnostic to domain-specific tax-
onomies.

Prompt phrasing variability is explicitly captured
in the Linear Mixed Model, isolating prompt-induced
fluctuations from systematic effects of model param-
eters or retrieval methods.

4.4 Sample Size Determination and
Power Analysis

Sample size determination follows established statis-
tical guidelines to ensure sufficient power for detect-
ing main effects and interactions within the LMM.
Using Cohen’s effect size f = 0.25 (medium effect),
significance level a = 0.05, and power 1 —f3 = 0.8,
a minimum of 196 replicates per experimental condi-
tion is required.

This yields a total of 196 x 108 = 21,168 eval-
uated responses, providing robust statistical precision
for parameter estimation and variance decomposition.

4.5 Evaluation Metrics and Scoring
Protocol

LLM outputs are assessed across four dimensions, us-
ing a 0 to 10 ordinal scale:

* Quality: Clarity, structural coherence, and con-
ciseness.
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¢ Agreement: Semantic alignment with a validated
expert baseline.

* Accuracy: Factual correctness of the information
presented.

¢ Hallucination: Degree of fabrication or unverifi-
able content (lower scores preferred).

Human raters conduct the evaluations using a
standardised scoring protocol, with responses ex-
pressing uncertainty or deferring judgement pe-
nalised, under established evaluation prompts. The
scoring format facilitates quantitative analysis, sup-
porting application of the LMM and bootstrap proce-
dures outlined in Section 3.

This experimental design ensures replicable, sta-
tistically grounded evaluation of LLM performance,
isolating configuration effects from linguistic ran-
domness, and enabling interpretable decomposition
of output variability.

S RESULTS AND ANALYSIS

This section presents the empirical results of the pro-
posed statistical framework for LLM evaluation and
their relationship to the hypotheses formulated in Sec-
tion 4.1. Hypothesis H1 is confirmed by the find-
ing that fixed effects (model architecture, retrieval
method, decoding parameters) explain 23.2% of the
total variance. Hypothesis H2 is supported by the
identification of prompt phrasing as a measurable
source of random variability (7.2% of variance). Hy-
pothesis H3 is validated through bootstrap resam-
pling, which improved the stability of parameter es-
timates and produced narrower confidence intervals.
Collectively, these results demonstrate that IMMBA
reliably decomposes systematic and random sources
of variability, offering interpretable and reproducible
insights into LLM performance.

The descriptive statistics reveal the performance
distribution of the evaluated models. The mean met-
ric values indicate moderate performance: quality at
4.01, agreement at 3.98, accuracy at 3.29 and hal-
lucination at 3.57. Significant variability, especially
in agreement (SD 3.01) and hallucination (SD 3.45),
suggests inconsistent model performance, undermin-
ing reliability in NCM coding applications where pre-
cision and stability are vital to avoid errors. These
results are summarised in Table 1 below.

The model evaluation showed gpt-4o-mini-2024-
07-18 and deepseek-chat excelled with high-quality

2Higher values for Quality, Agreement and Accuracy
indicate better performance, while lower values for Hallu-
cination are preferred.
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Table 1: Descriptive performance Mean (SD) [variation coefficient in %].

Category Model Quality Agreement Accuracy Hallucination
Best Performance gpt-40-mini 4.6 (2.4)[51.3] 4.5 (3.0) [66.2] 3.8 (2.8) [75.8] 2.4 (2.7)[114.8]
deepseek-chat 5.1 (2.4) [46.6] 4.9 (3.2) [64.6] 4.4 (3.1)[69.9] 2.3 (2.7)[116.0]
Moderate Performance  TeenyTinyLlama 3.7 (2.2) [58.7] 3.7(2.4)[64.9] 2.8 (1.9)[68.2] 55@3.1)[55.9]
gemini-2.0-flash 4.3 (2.3) [52.8] 4.5(2.8) [63.4] 3.6 (2.8) [78.1] 2.3(2.5)[109.5]
Lower Performance Mistral-7B 232.6)[111.1] 23(29)[1229] 19(2.6)[1343] 5.5(4.2)[75.8]

scores (4.58, 5.10), agreement (4.49, 4.94), accuracy
(3.76, 4.41) and low hallucination rates (2.37, 2.33),
indicating reliability for NCM coding. In contrast,
Mistral-7B-Instruct-v0.3 had lower quality (2.34), ac-
curacy (1.91) and high hallucinations (5.50), making
it unsuitable for precise tasks.

TeenyTinyLlama is moderately performing with a
quality of 3.73 and an accuracy of 2.77, but a high hal-
lucination rate (5.36) may impact classification accu-
racy. gemini-2.0-flash offers a balanced profile, with
a quality of 4.32, agreement of 4.47, accuracy of 3.58
and a low hallucination rate (2.31), indicating better
stability.

Temperature and top-p parameters do not signif-
icantly affect quality, agreement, accuracy or hal-
lucination metrics. However, a lower temperature
(0.1) reduces hallucinations and ensures output con-
sistency, making it suitable for high-reliability tasks
like NCM coding. top-p variation shows no signifi-
cant impact on these metrics.

5.1 Variance Decomposition

Total variability in LLM evaluation scores was parti-
tioned using the Linear Mixed Model into three prin-
cipal components:

Var(Yjipr) = 67 +6p+0;, 3)
where:

» 6% = 2.14 reflects variance attributable to fixed
experimental factors (model, temperature, top-p,
retrieval method) and their interactions.

. G%, = 0.66 captures variability arising from
prompt phrasing.

. Gg = 6.42 represents residual, unexplained noise.

These results indicate that while fixed effects ac-
count for a meaningful portion of observed variabil-
ity, prompt-induced fluctuations and residual noise re-
main substantial, underscoring the necessity of hier-
archical modelling in LLM evaluation. These compo-
nents are summarised in Table 2 below.

5.2 Detection of Interaction Effects

Analysis of interaction terms within the LMM re-
vealed several statistically significant relationships:

e Retrieval method significantly interacts with
model architecture, with retrieval-augmented
strategies yielding higher precision and reduced
hallucination, particularly in smaller models.

Temperature exhibited minimal main effects;
however, its interaction with specific models (e.g.,
TeenyTinyLlama) amplified variability, highlight-
ing configuration sensitivity.

Higher top-p values (0.9) marginally reduced pre-
cision in some configurations, though interaction
effects varied across models.

These findings demonstrate the framework’s abil-
ity to detect nuanced dependencies between LLM pa-
rameters, informing targeted model tuning and risk
mitigation.

5.3 Performance Metrics Through
Scatter Matrix

The scatter matrix analysis reveals connections be-
tween quality, agreement, accuracy and hallucina-
tion, supporting Spearman’s correlation analysis. His-
tograms show a multimodal distribution for quality
and hallucination.

Unlike Pearson’s, which assumes linearity, Spear-
man’s correlation captures monotonic relationships
without assuming linearity. It focuses on rank con-
sistency, making it ideal for complex datasets where
relationships might not be linear and crucial for evalu-
ating model performance, where improvements aren’t
always proportional. The scatter and Spearman cor-
relation matrices reveal the interdependence of qual-
ity, agreement and accuracy, whereas hallucination
exhibits weak inverse correlations. The Benjamini-
Hochberg correction boosts statistical robustness by
reducing false positives, thereby strengthening the re-
liability of these relationships in assessing model per-
formance.

Scatter plots in Figure 3 show a strong positive
Spearman correlation between quality, agreement and
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Table 2: Variance Decomposition in the IMMBA Model.

Component Symbol  Absolute Value Percentage of Var(Y)
Fixed Effects ot 2.14 232%
Prompt Variability cﬁ 0.66 7.2%
Residual Error o2 6.42 69.6%
Total Var(Y) 9.22 100%

Pairwise scatter plot matrix with Spearman’s correlations

and Benjamini-Hochberg correction.
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Figure 3: Pairwise scatter plot matrix with Spearman correlations between quality, agreement, accuracy and hallucination.
Diagonal: histograms, lower triangle: scatter plots, upper triangle: density estimates. All correlations are significant (adjusted

p-value < 0.05).

accuracy, with coefficients of 0.959, 0.977 and 0.955.
Diagonal bands highlight a robust monotonic link:
higher quality corresponds to higher agreement and

accuracy.

Kernel density plots emphasise concen-

trated value regions, reinforcing these structured re-
lationships. Hallucination presents a weak but con-
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sistent negative Spearman correlation with quality (-
0.277), agreement (-0.284) and accuracy (-0.284). In
other words, higher quality, agreement and accuracy
scores are generally associated with lower hallucina-

tion rates.
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5.4 Bootstrap Estimation Robustness

Bootstrap resampling (B = 1000 iterations) was ap-
plied to all parameter estimates, yielding empirically
derived confidence intervals and standard errors. The
bootstrap-enhanced results exhibit:

* Increased stability of variance component esti-
mates across resampled datasets.

* Robust detection of significant interaction terms,
mitigating the influence of non-Gaussian output
distributions.

e Narrower confidence intervals for fixed effects,
supporting reliable attribution of observed perfor-
mance differences.

This validates the utility of integrating bootstrap
procedures within the evaluation pipeline, particularly
for complex LLLM outputs exhibiting stochastic be-
haviour and heteroscedasticity.

Table 3 provides the bootstrap-derived coefficient
estimates, standard errors, and 95% confidence inter-
vals for the fixed effects and their interactions within
the IMMBA framework. These results directly sup-
port the hypotheses outlined in Section 4.1. First, H1
is confirmed by the statistical significance of model,
retrieval, and decoding parameters, which account for
a substantial proportion of systematic variance. Sec-
ond, H2 is validated through the robust detection of
prompt-level random variability, as indicated by the
consistent width of the confidence intervals across
resamples. Finally, H3 is substantiated by the nar-
row bootstrap confidence intervals and stable coef-
ficient estimates, demonstrating that resampling im-
proves reliability and mitigates the risks of overfitting
to a single dataset realisation. Together, these findings
confirm that IMMBA provides a statistically princi-
pled approach for decomposing and interpreting LLM
performance variability.

5.5 Performance Interpretation

Decomposing variability clarifies the limitations of
aggregate metrics in capturing LLM behaviour:

* Fixed effects explain 23.2% of total variance,
highlighting the influence of model architecture
and configuration.

* Prompt phrasing contributes 7.2% of variance,
confirming the substantial role of linguistic for-
mulation.

* Residual variability accounts for 69.6%, encom-
passing factors such as model stochasticity and
scoring subjectivity.

These insights underscore the necessity of statisti-
cally grounded evaluation frameworks when compar-
ing LLM configurations, particularly for high-stakes
applications.

5.6 Limitations

While the proposed methodology offers significant
improvements over conventional LLM evaluation ap-
proaches, several limitations warrant consideration:

* The experimental task, based on NCM classifica-
tion, provides a structured domain for evaluation;
generalisability to less structured or multilingual
tasks requires further investigation.

* Human scoring introduces an element of subjec-
tivity, despite the use of standardised prompts and
rater protocols.

* Residual variance remains substantial, suggest-
ing opportunities for refinement via ensemble
prompting or advanced uncertainty quantification.

Despite these constraints, the integration of Linear
Mixed Models with bootstrap resampling provides a
robust, interpretable, and reproducible foundation for
systematic LLM performance analysis.

6 DISCUSSION

The results of this study highlight the critical role
of statistically grounded evaluation methodologies in
understanding and optimising the behaviour of Large
Language Models (LLMs). By integrating Linear
Mixed Models (LMMs) with bootstrap resampling,
we provide a principled framework capable of isolat-
ing systematic sources of variability, quantifying the
influence of prompt phrasing, and identifying interac-
tion effects across model configurations.

6.1 Broader Implications for LLM
Research

The decomposition of performance variance reveals
that a substantial proportion of observed fluctuations
in LLM outputs arises not from model improvements
alone, but from interactions between architectural
choices, retrieval strategies, and stochastic decoding
parameters. These findings align with emerging con-
cerns in the academic community regarding the lim-
itations of aggregate evaluation metrics, which often
obscure critical sources of unreliability in LLM out-
puts.
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Table 3: IMMBA Bootstrap Estimates of Fixed Effects with Standard Errors (SE) and 95% Confidence Intervals (CI). Results
obtained with B = 1000 resamples of the factorial design, confirming H1-H3 by showing significant fixed effects, prompt-

level variability, and stable CI ranges.

Coefficient Coef. Mean (SE) 95% CI (Lower, Upper)
Intercept 3.94 (0.10) (3.75,4.13)
model[T.deepseek-chat] 1.41 (0.09) (1.22, 1.59)
model[T.gemini-2.0-flash] 0.87 (0.09) (0.70, 1.06)
model[T.gpt-40-mini] 1.02 (0.09) (0.83, 1.20)
model[T.TeenyTinyLlama] 2.05 (0.12) (1.81,2.27)
model[T.Mistral-7B] -1.52 (0.14) (-1.79, -1.25)
temperature[T.1.0] 0.13 (0.04) (0.06, 0.20)
temperature[T.1.9] 0.34 (0.04) (0.26, 0.43)
top-p[T.0.5] 0.16 (0.04) (0.09, 0.24)
top_p[T.0.9] 0.31 (0.05) (0.22, 0.40)
retrieval[T.Common] -2.29 (0.08) (-2.45,-2.12)
model[T.TeenyTinyLlama]:temperature[T.1.0] -0.59 (0.06) (-0.70, -0.49)
model[T.deepseek-chat]:temperature[T.1.0] -0.05 (0.05) (-0.13,0.04)
model[T.gemini-2.0-flash]:temperature[T.1.0] -0.06 (0.04) (-0.15, 0.03)
model[T.gpt-40-mini]:temperature[T.1.0] -0.06 (0.04) (-0.15,0.01)

Recent studies have explored alternative evalua-
tion approaches, such as entropy-based measures for
cognitive modelling (H. Wang and Yu, 2022; C.-
H. Liu and Wang, 2023) or cultural alignment as-
sessments in multilingual models (J. Rystrgm and
Hale, 2025). While these contributions advance spe-
cific dimensions of LLM evaluation, our work ex-
tends the methodological foundation by offering a
unified, variance-decomposed perspective applicable
to diverse LLM architectures and retrieval strategies.

The statistically significant interaction effects de-
tected in our experiments further illustrate the neces-
sity of hierarchical modelling in LLM evaluation, par-
ticularly when comparing configurations across tasks
or domains. Without such modelling, practitioners
risk drawing misleading conclusions based on incom-
plete or context-specific performance snapshots.

6.2 Relevance for Real-World
Deployment

The practical implications of this work extend to high-
stakes deployment scenarios, where output reliability,
precision, and reproducibility are paramount. In do-
mains such as legal decision support, fiscal classifica-
tion, or healthcare information retrieval, failure to ac-
count for prompt-induced variability or configuration
sensitivity can compromise both system performance
and end-user trust.

This design avoids early search bias, enhances re-
trieval precision and preserves informational diver-
sity, a critical feature in structured domains such as
NCM, where classification ambiguity may entail fis-
cal or legal consequences. The significance of this is-
sue lies in the fact that classification errors may result

100

in fiscal, bureaucratic or legal repercussions, in ad-
dition to undermining trust in Al-based systems (Di
Oliveira et al., 2024).

Our framework provides actionable insights for
deployment:

* Quantifying prompt-level variability supports the
development of robust prompting strategies, re-
ducing susceptibility to linguistic ambiguity.

* Detecting configuration-specific interaction ef-
fects informs fine-tuning and parameter optimisa-
tion, enhancing output stability.

* Bootstrap-enhanced estimation mitigates over-
confidence in performance assessments, promot-
ing more reliable model comparisons.

These capabilities are particularly relevant as
LLMs are increasingly integrated into retrieval-
augmented pipelines, question answering systems,
and decision-making tools, where uncontrolled vari-
ability may introduce unacceptable risk.

6.3 Advancing the Academic
Conversation

By addressing the methodological gap in variance-
decomposed LLM evaluation, particularly within
retrieval-augmented settings, this work contributes to
the growing body of research advocating for statisti-
cally principled Al evaluation practices. Our integra-
tion of LMMs and bootstrap procedures complements
existing efforts to enhance robustness, transparency,
and interpretability in LLM assessment.

Future research may extend this framework to
multilingual or domain-adaptive LLMs, incorporate
additional random effects (e.g., rater variability), or
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explore integration with established psychometric ap-
proaches, such as Classical Test Theory, to further re-
fine output reliability assessment.

7 CONCLUSIONS

This study proposed a statistically principled frame-
work for evaluating Large Language Models (LLMs),
integrating Linear Mixed Models with bootstrap
resampling to decompose performance variability
across model configurations, retrieval methods, and
linguistic factors.

Empirical results demonstrate that a significant
portion of LLM output variability arises from interac-
tions between architectural choices, decoding param-
eters, and prompt phrasing, which are often obscured
by conventional aggregate evaluation metrics. The
proposed methodology enables systematic quantifica-
tion of these effects, providing robust, interpretable
insights into model behaviour.

Variance decomposition revealed that fixed ef-
fects account for 23.2% of output variability, while
prompt phrasing contributes 7.2%, underscoring the
need for hierarchical modelling in LLM assessment.
Bootstrap-enhanced estimation further improved the
reliability of parameter inference, mitigating overcon-
fidence in performance comparisons.

By addressing a key methodological gap in LLM
evaluation, this work advances current practice to-
wards more rigorous, reproducible, and interpretable
assessment standards. The framework supports both
academic research and real-world deployment in
high-stakes applications where output precision and
reliability are essential.

Future work will explore extensions to multilin-
gual evaluation, domain-adaptive LLMs, and integra-
tion with psychometric approaches such as Classi-
cal Test Theory, further enhancing the robustness and
generalisability of LLM performance assessment.

7.1 Future Work

Building upon the proposed statistical evaluation
framework, several avenues for future research are
identified.

Firstly, extending the methodology to multilingual
LLMs and domain-adaptive architectures would as-
sess its generalisability beyond the structured clas-
sification tasks considered in this study. As LLM
applications expand to increasingly diverse linguis-
tic and contextual environments, robust, variance-
decomposed evaluation will be essential to maintain-
ing performance consistency.

Secondly, integrating additional random effects,
such as rater variability or dataset-level heterogeneity,
may further refine the attribution of output variability
and enhance the precision of model comparisons.

Finally, future work will explore the combina-
tion of this framework with established psychomet-
ric techniques. Such integration may offer comple-
mentary insights into LLM reliability, particularly in
high-stakes scenarios where both statistical and cog-
nitive evaluation dimensions are relevant.
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