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Abstract: Since the creation of the Web Content Accessibility Guidelines (WCAG), the Web has become increasingly
accessible to people with disabilities. However, related works report that Web developers are not always
aware of accessibility specifications and many Web applications still contain accessibility barriers. Therefore,
this work proposes the use of Multimodal Large Language Models (MLLM), leveraging Google’s Cloud
Vision API and contextual information extracted from Web pages’ HTML, to generate alternative texts for
images using the Gemini-1.5-Pro model. To evaluate this approach, a case study was conducted to analyze
the perceived relevance of the generated descriptions. Six Master’s students in Computer Science participated
in a blind analysis, assessing the relevance of the descriptions produced by the MLLM alongside the original
alternative texts provided by the page authors. The evaluations were compared to measure the relative quality
of the descriptions. The results indicate that the descriptions generated by the MLLM are at least equivalent
to those created by humans. Notably, the best performance was achieved without incorporating additional
contextual data. These findings suggest that alternative texts generated by MLLMs can effectively meet the
needs of blind or visually impaired users, thereby enhancing their access to Web content.

1 INTRODUCTION

In Brazil, approximately 18.6 million people are esti-
mated to have disabilities (Instituto Brasileiro de Ge-
ografia e Estatı́stica, 2023). Although the Brazilian
Statute for Persons with Disabilities aims to allow
these individuals to live independently and fully par-
ticipate in all aspects of life (Brasil, 2015), the reality
they encounter is marked by major challenges. In ad-
dition to ableism, which often leads to denial of rights,
these individuals face daily challenges due to a lack of
accessibility in daily life.

With the advancement of technology and the pop-
ularization of the Internet, digital accessibility has
also become a growing concern. In this context, the
Web Content Accessibility Guidelines (WCAG) were
introduced in the late 1990s (Lewthwaite, 2014), with
the aim of ensuring that Web navigation is accessible
to everyone, including people with disabilities. Visu-
ally impaired people often need to modify the way in-
formation is presented, transforming it into more ac-
cessible formats to meet their specific needs (W3C,
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2024)1. In this regard, the WCAG recommends that
all non-text content include alternative text conveying
an equivalent meaning.

However, Web developers often lack awareness
of accessibility standards, resulting in Web applica-
tions that still present significant accessibility barri-
ers (Guinness et al., 2018; Valtolina and Fratus, 2022;
Inal et al., 2022). Additionally, alternative texts for
non-text elements play a crucial role in the search
engine ranking of Web pages (Mavridis and Syme-
onidis, 2015). Often, these alternative texts are used
in a way that maximizes search engine scores, disre-
garding their intended accessibility function (Gleason
et al., 2019; Sheffield, 2020).

This study aims to compare alternative texts
generated by Multimodal Large Language Models
(MLLMs) with alternative texts currently available
for images on the Web. Specifically, it seeks to under-
stand the state of the art in text generation by MLLMs,
develop a script to perform this task, and, finally, com-
pare the generated texts with those provided by the
authors of the websites under investigation.

This approach combines computer vision tech-

1https://www.w3.org/WAI/people-use-web/abilities-
barriers/visual/
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niques for image recognition with the text generation
capabilities of MLLM, enriched by contextual data
extracted from HTML, to produce visual descriptions
for Web images.

The remainder of this paper is structured as fol-
lows: Section 2 discusses foundational concepts of
Web accessibility and specific guidelines for the use
of alternative texts. Section 3 reviews related works
and their applications. Section 4 details the method-
ology and evaluation criteria. Section 5 presents the
results. Section 6 analyzes the limitations of the study.
Section 7 provides a discussion of the findings, and
Section 8 concludes the study and suggests directions
for future research.

2 IMAGE ACCESSIBILITY

WCAG, developed by the Web Accessibility Initia-
tive (WAI), an organization established by the W3C,
serves as a foundation for Web accessibility stan-
dards. The primary objective of the WCAG is to
provide a comprehensive set of recommendations to
make Web content more accessible (W3C, 2023b)2.

According to WAI, accessibility “addresses dis-
criminatory aspects related to equivalent user experi-
ence for people with disabilities” (W3C, 2016)3 and
seeks to ensure that individuals with disabilities can
perceive, understand, navigate, and interact with Web
pages and tools without encountering barriers (W3C,
2016). Accessibility encompasses both technical re-
quirements related to the code, as well as usability
factors affecting user interaction with Web content
(W3C, 2016).

The World Health Organization (WHO) states that
“vision impairment occurs when an eye condition af-
fects the visual system and one or more of its vi-
sion functions” including visual acuity, field of vision,
contrast sensitivity, and color vision (World Health
Organization, 2019). Individuals with visual impair-
ments often rely on tools that adapt Web content to
meet their needs, such as adjusting font and image
sizes, using screen readers to vocalize text, or ac-
cessing audio descriptions of images and videos. For
these tools to function effectively, developers must
ensure that Web content is properly coded, enabling
browsers and assistive technology to interpret and
adapt it accordingly (W3C, 2017)4.

2https://www.w3.org/TR/WCAG22
3https://www.w3.org/WAI/fundamentals/accessibility-

usability-inclusion/
4https://www.w3.org/WAI/people-use-web/abilities-

barriers/visual/

The WCAG 2.2 is a set of recommendations de-
signed to make Web content more accessible. These
guidelines aim to address a wide range of disabili-
ties, including blindness and low vision, deafness and
hearing loss, limited mobility, speech impairments,
photosensitivity, as well as learning difficulties and
cognitive limitations (W3C, 2023b).

The WCAG is structured into four main layers. At
the top is the layer of Principles, which serve as the
foundation for Web accessibility. Below that, there
are 13 Guidelines, which establish goals that devel-
opers must follow to make content more accessible.
Although the guidelines are not testable on their own,
they provide a framework and general objectives that
help developers understand success criteria and im-
plement techniques more effectively. For each guide-
line, the next layer includes a set of Testable Suc-
cess Criteria, which can be used in contexts where
requirements and conformance testing are necessary.
Finally, in the last layer, there are Sufficient and Rec-
ommended Techniques, which aim to guide the im-
plementation of solutions that meet the success crite-
ria (W3C, 2023b).

Images fall under the first principle of WCAG 2.2.
The Text Alternatives guideline suggests that text al-
ternatives must be provided for any non-text content
(W3C, 2023a)5. Compliance is achieved when all
non-text content presented to users is accompanied by
a text alternative that serves an equivalent purpose.

Despite these established guidelines for image ac-
cessibility, studies reveal significant shortcomings in
practice. For instance, an analysis of the most visited
Web pages, according to alexa.com, found that ap-
proximately 28% of images across 481 pages lacked
alternative texts. Among the images that included al-
ternative texts, many were of poor quality, often lim-
ited to file names or generic descriptions such as “im-
age” (Guinness et al., 2018). Further research on mu-
nicipal government websites in Italy (Valtolina and
Fratus, 2022) and Norway (Inal et al., 2022) indi-
cates widespread non-compliance with WCAG 2.0,
frequently violating multiple Level A criteria. Ad-
ditionally, in the context of social media, data reveals
that nearly 12% of Twitter posts include images, yet
only 0.1% of these images feature alternative texts
(Gleason et al., 2019).

3 RELATED WORK

In recent years, various approaches have been pro-
posed to mitigate the impacts caused by the absence

5https://www.w3.org/WAI/WCAG22/quickref
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of alternative text in Web images. One example is
Twitter A11y (Gleason et al., 2020), which employs
different methods to create descriptions for images
without alternative text on the platform. The proposal
consists of a sequence of steps for generating descrip-
tions; if none of the methods yield a result, crowd-
sourcing is used. In this case, a task is created on
Amazon Mechanical Turk for a person to manually
generate the image description.

Crowdsourcing is widely used in generating de-
scriptions for images (Zhong et al., 2015; Bigham
et al., 2010) and is capable of producing descriptions
in approximately 30 seconds (Bigham et al., 2010).
However, it is an expensive solution, potentially cost-
ing over R$ 1.00 per image (Gleason et al., 2020).

With the advancement of artificial intelligence,
new techniques have been explored to enhance im-
age accessibility on the Web. Large Language Mod-
els (LLMs), which are capable of understanding hu-
man language and generating textual responses, and
computer vision, an area of AI focused on analyzing
and interpreting images (Faisal et al., 2022), are being
used in developing tools capable of generating visual
descriptions for images.

The work by Ramaprasad (2023) uses com-
puter vision and Multimodal Large Language Models
(MLLMs) to generate natural language descriptions
of comic strips. Another example is an application
capable of identifying the ball and players during a
soccer match, interpreting on-field actions and pro-
viding real-time information to the audience through
a voice synthesizer (Pavlovich et al., 2023).

In another application, GPT-3 was employed in
a proof of concept for an assistive system designed
for visually impaired people (Hafeth et al., 2023).
The system uses captioning techniques to generate de-
scriptions of environments from photos, providing de-
tailed information that helps users better understand
the spaces around them. The generated descriptions
are analyzed by GPT-3 to determine if they indicate
dangerous situations and, if necessary, suggest cor-
rective actions.

Another study proposed an interface that allows
visually impaired content creators to verify if the gen-
erated images meet their requests (Huh et al., 2023).
The interface also provides additional information not
initially included, as well as summaries of the sim-
ilarities or differences between the generated candi-
date images. The descriptions generated by the tool
were compared with descriptions produced by hu-
mans. The study found that while the LLM-generated
descriptions were of comparable quality to human-
written ones, they were able to identify more than
twice as many differences between the images.

Another study evaluated the descriptions gener-
ated by an AI engine (IDEFICS) for STEM (Science,
Technology, Engineering, and Mathematics) images,
comparing them with those written by both untrained
and trained undergraduate Computer Science students
(Leotta and Ribaudo, 2024). The trained students
received a brief lesson on how to create alternative
texts for people with disabilities, while the untrained
students participated independently without prior in-
struction. The study found that the descriptions gen-
erated by the AI engine were perceived as less cor-
rect, useful, and of lower overall quality compared to
those written by humans, when applied to STEM re-
lated images, while this difference was less evident
for non-STEM related images.

Although the use of AI for generating alterna-
tive text seems a viable and economical alterna-
tive, a study evaluating four automatic image-to-
text generation services (Azure Computer Vision En-
gine, Amazon Rekognition, Cloudsight, and Auto
Alt-Text for Google Chrome) revealed that, on av-
erage, users still prefer human-made descriptions,
even when machine-generated descriptions are accu-
rate (Leotta et al., 2023). Furthermore, another study
pointed out that people with total vision loss expect
visual descriptions to convey an ordered spatial no-
tion of the items in the image, offer different levels of
detail (allowing navigation among them), and include
aesthetic elements, making the photos more memo-
rable (Jung et al., 2022).

4 METHODOLOGY

This section presents the methodology adopted for
generating image descriptions. The approach consists
of three main stages: (1) Data Collection, (2) Image
Analysis, and (3) Prompt Creation. In the first stage,
a Python script extracts the image and news data from
the analyzed Web page. Next, in the second stage, the
image is processed using a Computer Vision applica-
tion to extract relevant features. Finally, in the third
stage, a prompt is created using the data collected in
stage 1 and the information obtained in stage 2. Fig-
ure 1 illustrates the steps performed for each selected
news page.

The following provides a detailed description of
each step in the proposed methodology.

1. Data Collection
On each Web page, we executed a script to ex-
tract all content within the main and article HTML
tags, corresponding to headings levels h1 and h2,
as well as paragraphs. Additionally, the script col-
lected one image per page, specifically, the first
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Figure 1: Methodological flow of the study, illustrating the
steps of data collection, analysis with the Google Vision
API and prompt generation.

image of the news article found within the same
main and article tags, along with its alternative
text, provided by the author. All collected images
had alternative text.

2. Google Cloud Vision API6

This step aimed to retrieve detailed information
from the image to assist the Multimodal Large
Language Model (MLLM) in identifying its com-
ponents. To achieve this, the image obtained in
the previous step was sent to the Google Cloud
Vision API for the following analyses:

(a) Face Detection: Identification of any faces
present in the image, along with their primary
attributes such as emotional state and the use of
accessories.

(b) Label Detection: Identification of information
across various categories, including general ob-
jects, locations, activities, animal species, prod-
ucts and others.

(c) Text Detection: Identification and extraction
of textual content present within the image.

(d) Object Detection: Identification and extrac-
tion of objects depicted in the image.

All data returned by the API were accompanied
by a confidence score indicating the probability
of accuracy for each piece of information. These
data were subsequently sent to the MLLM, which
was responsible for interpreting them.

3. Prompting and Contextualization
Initially, we provided contextual information, as
Large Language Models (LLMs) yield higher-
quality responses when the prompt includes con-
text about the environment in which the request is
made (Huh et al., 2023; Hajizadeh Saffar et al.,
2024). Therefore, the prompt began with:
“You are an efficient assistant who describes
images for visually impaired individuals so

6https://cloud.google.com/vision

they can understand what is shown in the im-
ages. Do not speculate or imagine anything
that is not in the image.”
Furthermore, the MLLM was explicitly instructed
not to speculate or imagine content not present in
the image. This instruction ensured that the model
generated its response based solely on the pro-
vided data, thereby minimizing the chances of the
description deviating from the context of the news
article.
Subsequently, we added contextual data: “Ana-
lyze the following data to formulate your re-
sponse: The image was added to an online news
article. The content of the article is: [here, the
textual data retrieved from the page were added,
including the h1, h2, and p content available
within the main and article tags]. A computer
vision API was used to identify labels, faces,
texts, and objects in the image. The results ob-
tained were: [here, the data returned from the
Google Cloud Vision API were added].”
Finally, the prompt included the final request,
along with specific guidelines: “Provide a brief
description of the image based on the image
and the information above. Do not reference
the provided data; just describe the image.
Do not describe logos or icons, simply men-
tion what they are. Limit your response to 25
words.”
These specific guidelines were necessary because,
during initial tests, the model would reference the
supplied data (e.g., “...the vision API indicates
that they are smiling”) or provide overly detailed
descriptions of logos and icons, such as specifying
the colors of each letter in the Google logo.

After collecting and processing all the data, the
request was sent to Google’s Gemini-1.5-Pro7 model,
together with the image being analyzed, allowing the
model to examine the image directly. All prompts and
data were written in Brazilian Portuguese.

4.1 MLLM Approaches Evaluated

For each image, three requests were made to the
MLLM, each with a distinct prompt, as described be-
low:

A1: All available data was used, including the im-
age, page text, Google Cloud Vision API data, and
prompt guidelines.

A2: Image, Google Cloud Vision API data, and
prompt guidelines were used. In this case, the text
data from the page were not provided. In other words,

7https://gemini.google.com
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the model does not receive the context in which the
image is embedded and generates its response solely
based on the information extracted from the image.

A3: Only the image and the prompt guidelines
were used. This request aimed to verify the model’s
ability to generate a visual description without the aid
of external data, relying solely on its image analysis
capability.

4.2 Selected Topics

Ten Brazilian news pages were selected, classified
into four distinct categories, as follows:
1. Israel-Palestine Conflict.
2. Floods in the state of Rio Grande do Sul, Brazil.
3. Strike at Federal Universities in Brazil.
4. Heatwaves in India.

These topics were chosen because they are accom-
panied by images that play a significant role in the
presented context. Therefore, the text on the page,
being directly related to the image, can provide better
context for the MLLM to generate accurate descrip-
tions.

4.3 Evaluation

To evaluate the proposed approaches, a proof of con-
cept was conducted to assess the perceived relevance
of the descriptions generated by each method. The
original alternative text provided by the developers for
each image was used as a reference for comparison.

In the created form, each section displayed the
news title, the image, the alternative text provided
by the author and three descriptions generated by the
methods under analysis, as defined in A1, A2, and A3,
respectively. However, no explicit differentiation was
made between the descriptions and the alternative text
in the form.

The survey involved six Master’s students in Com-
puter Science, aged between 25 and 50 years. A brief
explanation about the purpose of alternative texts on
the Web was provided; however, no further informa-
tion was given to them about accessibility or alterna-
tive texts. Participants rated image descriptions on a
scale of 1 to 5, comparing the provided descriptions
with their own perceptions of how a description for
the image should be. Here, 1 indicated low relevance
and 5 indicated high relevance.

4.4 Hypotheses

The evaluations aim to investigate whether MLLMs
can be used to generate image descriptions that serve

as effective alternative texts for visually impaired in-
dividuals. The goal is to understand not only the mod-
els’ ability to produce quality descriptions but also
how different levels of provided context influence the
quality of these descriptions. Thus, the evaluations
seek to test the following hypotheses:

H1: The image descriptions generated by
MLLMs can be used as alternative texts, without loss
of information, for individuals with visual impair-
ments.

H2: The use of contextual data improves the qual-
ity of descriptions generated by the MLLM.

5 RESULTS

The method that received the highest number of pos-
itive ratings was method A3, with 40% of its de-
scriptions receiving the maximum score of 5 (Very
relevant). This result highlights the effectiveness
of method A3 in producing highly relevant descrip-
tions. Additionally, only 3 ratings for method A3 re-
ceived the lowest score of 1 (Not relevant). Figure 2
presents the frequency distribution of the ratings as-
signed to each image by the participants, according to
the method employed, where ALT is the alternative
text provided by the author, and A1, A2, and A3 are
the descriptions generated by each method.

Figure 2: Frequency distribution of the ratings attributed to
each evaluated method.

On the other hand, the alternative texts provided
by the page authors were those that most frequently
received the lowest rating (1 - Not relevant), repre-
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senting 20% of the evaluations. This result reinforces
the findings of Guinness et al. (2018), who observed
that manually generated descriptions often lack mean-
ingful content, thereby hindering comprehension for
individuals with disabilities.

The analysis of the 10 images reveals that the pro-
posed methods outperformed the authors’ alternative
texts in 5 out of the 10 cases. Moreover, in cases
where the methods did not surpass the original de-
scriptions, at least one method received a rating of 3
or higher, considered neutral on the evaluation scale.
This suggests that, even in cases where the generated
descriptions do not exceed the original ones, they still
offer considerable relevance for content understand-
ing. Table 1 presents the average ratings of the partic-
ipants for each method applied to each image.

Table 1: Average ratings per image.

IMAGE ALT A1 A2 A3
1 3.2 4.0 3.0 4.2
2 1.7 3.8 4.3 4.8
3 3.5 2.3 3.5 4.5
4 4.3 3.8 3.8 3.3
5 3.0 2.8 2.8 4.2
6 4.5 3.8 3.8 4.0
7 4.2 3.0 3.8 4.0
8 4.0 3.3 3.7 4.0
9 2.0 2.8 3.2 1.8

10 3.7 2.5 3.0 2.7
AVERAGE 3.40 3.23 3.50 3.75

Methods A2 and A3 exhibited average ratings
higher than those of the manually generated alterna-
tive texts, while method A1 performed worse. These
results suggest that incorporating context, by using
content from HTML tags such as h1, h2, and p within
the main and article tags of news pages, as done in
method A1, does not improve descriptions generated
by MLLM. Thus, the findings go against hypothesis
H2.

On the other hand, considering that all methods
received scores above the neutral rating and two of
the three methods outperformed the manual descrip-
tions, the results suggest that descriptions generated
by MLLM can serve as viable alternatives, particu-
larly in the absence of alternative texts, without com-
promising information accessibility for individuals
with visual impairments. These findings are aligned
with hypothesis H1.

6 STUDY LIMITATIONS

During the research, limitations were identified in the
ability of the Google Cloud Vision API and Gemini to
interpret certain image contents, particularly those de-
pendent on specific context. To better understand the
limitations encountered, three images are presented in
Figure 3. These images represent the third, sixth, and
ninth images shown to the participants, and their re-
spective scores are listed in Table 1. The first lim-
itation is found in Figure 3.3, where the alternative
text provided by the author is highly detailed, directly
relating the image to the context of the news article
“Heatwave in India kills at least 33 people”. In con-
trast, although the description generated by the pro-
posed method effectively captures visual details, it
fails to establish a connection with the heatwave con-
text. Only the descriptions generated by approaches
A2 and A3 correctly identified that the woman in the
image is lying on a bed, whereas the A1 description
showed limitations in this regard. Furthermore, none
of the approaches detected the presence of a hand-
made fan.

In Figures 3.3 and 3.6, descriptions A1 mistak-
enly indicated “There is a logo in the background”
and “There is a logo on one of the helmets”, respec-
tively, even though such logos do not exist in the im-
ages. This may have resulted from instructions in the
prompt such as “Do not describe logos or icons, sim-
ply mention what they are” initially added to avoid
describing logos.

Additionally, the prompt “Limit your response to
25 words” may have constrained the ability of the
MLLM to develop the sentences present in the im-
ages. For Figure 3.9, the responses from methods A1
and A2 identified the words “ANDES” and “GREVE
DOCENTE FEDERAL” while A3 failed to detect any
text. This limitation in A3 may be attributed to its lack
of use of additional data from the Google Cloud Vi-
sion API. Despite the correct text recognition by A1
and A2, their responses conveyed only partial infor-
mation. Nonetheless, when compared to the alterna-
tive text provided by the author, which not only con-
tained a spelling mistake but also provided a largely
insignificant description, the results from methods A1
and A2 were found to be adequate for providing con-
tent comprehension for individuals with visual im-
pairments.

Insignificant alternative texts produced by the au-
thors were identified in several images. For exam-
ple, in one of the images from a news article titled
“Floods ravage the population in the South of the
country this weekend”, the alternative text is simply
“Agronômica”, the name of the city where the im-
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Figure 3: Images (3), (6) and (9) used in the study, respectively.

age was captured. Furthermore, Figure 3.6 presents
an alternative text in English, despite the fact that the
news article is in Portuguese, which hinders the com-
prehension of individuals with visual impairments. In
contrast, automatic approaches generated meaningful
descriptions, reinforcing the need for the use of alter-
native methods for the automatic generation of alter-
native texts.

7 DISCUSSION

Several studies have employed crowdsourcing (Glea-
son et al., 2020; Bigham et al., 2010; Zhong et al.,
2015) to generate image descriptions. However, a
key limitation of this approach is its dependence on
human input, which, although effective, can result
in delays and is often costly. In contrast, our ap-
proach leverages Multimodal Large Language Mod-
els (MLLMs) to automate the generation of alterna-
tive texts, providing a scalable solution for producing
relevant descriptions without the need for human in-
tervention.

Some studies (Bigham et al., 2010; Leotta et al.,
2023) have reported that automatic approaches often
struggle to address visual inquiries from blind users.
However, our findings suggest that MLLMs can ef-
fectively generate descriptions that meet the needs of
visually impaired users, potentially overcoming the
limitations faced by previous methods that rely heav-
ily on crowdsourcing. This automation is crucial in
addressing the accessibility gap, particularly for im-
ages that lack any description.

A similar study to ours (Leotta and Ribaudo,
2024) was conducted on STEM (Science, Technol-
ogy, Engineering, and Mathematics) images, where
human-generated descriptions outperformed those
produced by the AI engine (IDEFICS) in terms of
quality, usefulness, and accuracy. Unlike this ap-
proach, our study focuses on images extracted from
news websites, which are typically more aligned with
everyday life.

Accessibility barriers are often associated with

factors such as lack of awareness, time constraints,
and insufficient executive support (Aljedaani et al.,
2025). In this context, although human-generated
descriptions outperform AI-generated ones, applica-
tions that rely solely on them may continue to face
challenges in ensuring accessibility. For this reason,
we adopt as our benchmark the alternative texts au-
thored by the Web page creators themselves, rather
than creating an ideal description for the images in
question, as this offers a more realistic representation
of the Web environment, where content creators tend
to prioritize the production of the news itself rather
than ensuring accessibility for people with disabili-
ties. This is supported by our findings, where the
alternative texts provided by the page authors were
those that most frequently received the lowest rating
in terms of relevance.

Contextual data from visual models have been
used to enhance descriptions generated for comic
strips, as demonstrated by Ramaprasad (2023), who
employed computer vision to extract information and
contextual data for image descriptions generation.
Similarly, our study uses the Google Cloud Vision
API to extract information from images for the gener-
ation of alternative texts. However, our results suggest
that MLLMs can perform effectively even without re-
lying on extensive contextual data. This versatility
represents a significant advantage, as it enables the
generation of alternative texts for standalone images.

Ramaprasad (2023) also highlighted the issue of
hallucination in the generated descriptions, where the
model sometimes makes up information. This issue
might come from the prompt design, which did not
explicitly instruct the model to base the generated de-
scription solely on the provided image and data. In
contrast, our approach explicitly directed the model
to generate descriptions strictly from the available vi-
sual and contextual inputs, which likely contributed
to a lower incidence of hallucinations.

Although other researches (Ramaprasad, 2023;
Pavlovich et al., 2023; Hafeth et al., 2023; Huh et al.,
2023) have utilized LLMs and MLLMs for visual
descriptions of non-textual elements, their applica-
tions did not aim to enhance Web image accessibil-
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ity. Thus, this study contributes by presenting a viable
alternative for generating alternative texts for images
that lack any description.

Unlike other tools (Azure Computer Vision En-
gine, Amazon Rekognition, Cloudsight, and Auto
Alt-Text for Google Chrome) examined in previous
studies (Leotta et al., 2023), MLLM was assessed
by sighted individuals as capable of yielding descrip-
tions at least equivalent to those created by humans.
However, further research is necessary to determine
whether the method meets the expectations of peo-
ple with visual disabilities, as reported in (Jung et al.,
2022).

8 CONCLUSION AND FUTURE
WORK

The use of MLLM for generating alternative texts for
Web images shows substantial potential in enhanc-
ing accessibility for individuals with visual impair-
ments. The study suggested that MLLM-generated
descriptions could serve as valuable alternatives when
human-written texts are unavailable, without compro-
mising the information for visually impaired users. It
is evident that utilizing contextual data did not pro-
duce results superior to descriptions generated solely
from the image, exhibiting the method’s versatility
across various environments. As it requires no ad-
ditional context, the method can generate alternative
texts for standalone images, highlighting the potential
of MLLMs in addressing accessibility challenges and
fostering a more inclusive digital environment for all.

Possible future work includes: (1) testing the ap-
proach with pages of diverse topics and images; (2)
validating the results with visually impaired individ-
uals and a larger and more diverse group; (3) utiliz-
ing alternative resources for generating descriptions,
such as other MLLMs like GPT-4 and more contex-
tual data; and (4) modifying prompt parameters to as-
sess MLLM’s capacity to produce more precise re-
sults. Such research could significantly contribute to
reducing Web accessibility barriers.
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