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Policy analysis or formulation often requires evidence-based support to ensure the scientific rigor and ratio-
nality of the policy, increase public trust, and reduce risks and uncertainties. However, manually collecting
policy-related evidence is a time-consuming and tedious process, making some automated collection meth-
ods necessary. This paper presents a novel approach for automating policy evidence collection through large
language models (LLMs) combined with Reasoning and Acting (ReAct) prompting. The advantages of our
approach lie in its minimal data requirements, while ReAct prompting enables the LLM to call external tools,
such as search engines, ensuring real-time evidence collection. Since this is a novel problem without existing
methods for comparison, we relied on human experts for ground truth and baseline comparison. In 50 ex-
periments, our method successfully collected correct policy evidence 36 times using GPT-3.5. Furthermore,
with more advanced models such as GPT-4o0, the improved understanding of prompts and context enhances
our method’s efficiency. Finally, our method using GPT-40 successfully gathered correct evidence 45 times
in 50 experiments. Our results demonstrate that, using our method, policy researchers can effectively gather

evidence to support policy-making.

1 INTRODUCTION

Policy analysis refers to the assessment and research
conducted to improve economic and social public is-
sues and the formulation of policy principles or guide-
lines. Policy analysis can provide strong support for
policy decision-making, and this process often in-
volves extensive evidence research. Evidence-based
research provides reliable data and analytical sup-
port for policy-making, helping policymakers make
more scientific and rational decisions based on ac-
tual evidence and enhancing citizens’ trust in policies
(Francoise et al., 2022).

This study is conducted in collaboration with Pol-
icyBristol (University of Bristol, 2024), a policy re-
search organization from the University of Bristol.
Similarly, in order to support evidence-based policy-
making, PolicyBristol aims to identify relevant policy
content issued by various types of official organiza-
tions or institutions when exploring a particular pol-
icy, to provide evidence for subsequent policy analy-
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sis. For example, when considering housing subsidy
policy, London City Council is an official organiza-
tion that would launch relevant policy. The purpose
of this study is to identify the policy content issued
by different types of organizations or institutions as
evidence to support a given policy issue.

However, the policy research discussed above of-
ten involves evidence gathering, which can be a slow
and tedious process. Collecting relevant policy doc-
uments from various organizations requires extensive
time and effort, as it involves searching through nu-
merous sources, filtering through the information, and
ensuring the accuracy and relevance of the evidence.
Some automated methods are needed.

Policy analysis often involves a large amount of
textual content, so natural language processing (NLP)
techniques are frequently used as tools for automat-
ing policy analysis. Previously, SBERT (Reimers
and Gurevych, 2019) is used for clustering casual
relationship between policies (Hooper et al., 2023).
BERT (Devlin et al., 2019) is also used and achieves
best F1-Score on answer sentences selection on ques-
tions about privacy policy content (Ravichander et al.,
2019). This demonstrates that NLP techniques can
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significantly enhance policy analysis by improving
language understanding. However, these methods of-
ten require access to extensive datasets to train ef-
fectively for learning complex patterns and extract-
ing meaningful insights. Additionally, the evidence
support required for policy analysis is often the lat-
est and real-time, which can cope with dynamically
changing social problems, respond quickly to envi-
ronmental changes, and maintain effectiveness. The
above methods also cannot guarantee timeliness, as
they rely entirely on the training dataset.

Large language model (LLM) has already demon-
strated strong generalization capabilities on Few-shot
(FS) (Brown et al., 2020). Therefore, this paper
proposes a novel LLM-based evidence collection ap-
proach. The core idea is to use Reasoning and Act-
ing (ReAct) prompting (Yao et al., 2023) to guide the
LLM, allowing it to choose to utilize tools such as
search engines, ensuring the timeliness of the results.
Therefore, our study makes the following two main
contributions:

* We propose a fully automated policy collection
method that policy researchers can use to gather
evidence for policy analysis, providing a basis for
decision-making and significantly improving the
efficiency of policy analysis.

* We are the first to propose using LLMs com-
bined with prompt engineering for policy collec-
tion. Using LLMs eliminates the need for large
amounts of high-quality data and extensive train-
ing time. The ReAct framework can integrate ex-
ternal tools, such as search engines, ensuring the
factual accuracy and high reliability of the evi-
dence gathered, which show our method are both
effective and easy to implement.

2 RELATED WORK

2.1 Training Process of LLMs

Currently, large language models are typically pre-
trained on vast amounts of textual data to develop a
foundational language understanding. Subsequently,
they undergo supervised fine-tuning (SFT) using
conversational-format data to further enhance their
ability to understand instructions and engage in dia-
logue. Finally, to align the model’s responses with
human preferences, reinforcement learning (Ouyang
et al., 2022) or non-reinforcement learning methods
(Rafailov et al., 2023) are used for further train-
ing. Therefore, LLMs have demonstrated powerful
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instruction comprehension and generation capabili-
ties.

2.2 Challenges in Applying LLMs

Using an LLM alone, without external tools, may en-
counter the following issues:

e Timeliness Problem. The content generated by
an LLM largely depends on its training data. The
date range of this data constrains the model’s rea-
soning abilities. For instance, GPT-3.5 by Ope-
nAl! is trained on data up until September 2021,
leaving the model unaware of events beyond that
point, and therefore unable to assist users with in-
formation on more recent developments.

Hallucination Issue. Hallucination issue refers
to LLMs attempting to fabricate answers that ap-
pear correct (Lin et al., 2022). The hallucina-
tion problem in LLMs is caused by factors such
as low data quality, biases, and outdated informa-
tion.(Lee et al., 2022; Narayanan Venkit et al.,
2023; Onoe et al., 2022). For the timeliness is-
sue, an LLM might respond with “I am unable to
help”. However, the hallucination problem can
lead the LLM to deceive, confuse, or mislead
users, resulting in more serious consequences.

¢ Insufficient Model Capability. LLMs might not
perform well on tasks that involve reasoning or
complex, multi-step processes (Wei et al., 2022),
as model initially lacks the ability to generate in-
termediate reasoning steps. Instead, it tends to
produce the final answers directly, which often re-
sults in low-quality responses.

In this study on policy evidence collection based
on LLMs, using only a single LLM to generate evi-
dence may lead to timeliness and hallucination issues,
such as producing outdated information or fabricating
content. On top of that, evidence collection involves
multiple steps, such as first identifying official organi-
zations related to the policy problem and then gener-
ating relevant policy content issued by these organiza-
tions. In such cases, LLMs may also face challenges
related to insufficient capability.

2.3 Mitigation Strategies

To address the timeliness and hallucination issues
in LLMs, retrieval-augmented techniques are com-
monly used to supplement the model’s knowledge
(Lewis et al., 2020). This approach involves prepar-
ing knowledge data in advance to mitigate the LLM’s

Uhttps://platform.openai.com/docs/models
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knowledge gaps, making it well-suited for applica-
tions within specific, specialized domains. To address
the issue of insufficient capability in LLMs, some pre-
vious work has focused on training language mod-
els with datasets that include rationale processes, en-
abling the model to develop reasoning abilities (Ling
et al., 2017; Cobbe et al., 2021).

However, the policy issues explored in this study
span multiple domains, introducing an element of
uncertainty to when using retrieval-augmented tech-
niques. Furthermore, above methods all require large
amounts of high-quality data, which increases task
complexity.

To reduce dependency on data and to enhance the
model’s problem-solving capabilities, prompt engi-
neering is used in this study. By designing the LLM’s
prompts (input to LLMs) in natural language, guid-
ing LLM to generate specified content. For instance,
including examples of reasoning steps in the prompts
allows the model to imitate these examples, stimulat-
ing its reasoning ability and addressing the issue of
insufficient capability (Wei et al., 2022). To address
issues of timeliness and hallucination, we applied the
Reasoning and Acting (ReAct) prompting approach,
which not only enables the model to generate reason-
ing steps but also allows it to choose actions based on
different reasoning thoughts (Yao et al., 2023). One
of these actions can correspond using an external tool,
such as a search engine, where the search results pro-
vide the LLM with real-time knowledge updates.

3 METHODOLOGY

For our methodology, key idea is to combine FS learn-
ing (Brown et al., 2020) with the ReAct framework
(Yao et al., 2023). In our approach, the prompt given
to the LLM includes a task description, available ac-
tions, and examples of how to collect policy evidence,
containing both the reasoning and action-execution
processes. Figure 1 shows our prompt design. Blue
part is task description and instructions, orange part
is example provided, for simplicity of demonstration,
Figure 1 only includes one example, yellow part is
new task that are about to be addressed where new
policy issue and type of official organization are typed
in. Each available action corresponds to an exter-
nal tool. Observation represents result returned by
each action. It is important to note that we aim for
the collected evidence to be authoritative. Therefore,
we search for policy content in official websites. The
steps to complete the task involve first locating the of-
ficial homepage and then, based on that, searching for
relevant sub-pages including policy evidence.

Solve a question answering task with interleaving Thought, Action, Observation steps. Thought can
reason about the current situation, and Action can be four types:

(1) Generate[type, policy], which generate an official organization for given type and policy issue.
(2) Search([entity], which returns an official website of entity.

(3) Lookup, which returns a sub-website including relevant policy information.

(4) Finish[answer], which returns the answer and finishes the task.

Here are some examples.

Question: We are cosidering a policy problem of resilience of coastal comimunities, can you
provide policy evidence for relevant business involved in the policy in the United Kingdom?

Thought 1: Firstly, I need to generate an official organization of relevant business involved in
the resilience of coastal communities issues.

Action 1: Generate[relevant business, resilience of coastal communities]
Observation 1: A specific example could be Falmouth Harbour.

Thought 2: Now I need to search the official website of Falmouth Harbour.
Action 2: Search[Falmouth Harbour]

Observation 2: The official website of Falmouth Harbour is

https://www.falmouthharbour.co.uk.

Thought 3: Finally, I need to look up a sub-website on the official page that contains policies
on resilience of coastal communities.

Action 3: Lookup

Observation 3: The sub-website that contains policies on resilience of coastal communities is

www.falmouthharbour.co.uk/environment/.

Thought 4: Now I have all the information I need, the policy evidence for relevant business.

Action 4: Finish[Falmouth Harbour -> www.falmouthharbour.co.uk ->

www.falmouthharbour.co.uk/environment/]

Question: We are cosidering a policy problem of {Policy_issue}, can you provide policy evidence for
{Type_official_organization} involved in the policy in the United Kingdom?

Figure 1: ReAct prompt design.

3.1 Implementation of Each Action

* Generate Action. When given a policy issue and
a particular type, the first step should be to gen-
erate a specific official organization that involves
the policy issue and fits the type. The approach
is to use another LLM with simple FS learning
to have the LLM generate a organization based on
the provided exemplifications. The LLM used is
GPT3.5 by OpenAl. Figure 2 shows the design of
our FS prompts, where the model is given several
exemplifications in the yellow section so that the
LLM understands the context and generates orga-
nizations for new policies and types (new policy
and type can be inserted into green section).

* Search Action. This action is to search for the
official homepage of specific organization. This
step is necessary because we want the final pol-
icy evidence to come from the official website of
this organization. If we don’t know what the of-
ficial homepage of this organization is, we have
no basis when searching for websites containing
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Question: We are considering a policy problem of resilience of coastal
communities,

can you list a specific example in the United Kingdom for relevant
business engaged in the policy?

Answer: A specific example could be Falmouth Harbour.

Question: We are considering a policy problem of energy recovery,
can you list a specific example in the United Kingdom for scientific
organization engaged in the policy?

Answer: A specific example could be the energy institute.

Question: We are considering a policy problem of medical insurance,
can you list a specific example in the United Kingdom for national
partnerships engaged in the policy?

Answer: A specific example could be NHS Confederation.

Question: We are considering a policy problem of housing allowance,

can you list a specific example in the United Kingdom for regional

government engaged in the policy?
Answer: A specific example could be Greater London Authority.

Question: We are considering a policy problem of {Policy. issue},

can you list a specific example in the United Kingdom for {7ype _of
_official_organization} engaged in the policy?

Answer:

Figure 2: Few shot prompt design for Generate action.

policy evidence. Google search engine Applica-
tion Programming Interface (API) is used with the
search keyword:“official website of {specific or-
ganization}”. The official website often appears
as the first search result. However, there are in-
stances where the official website might be in the
second result. To address this issue, we extract
the URL information from the top two search re-
sults and input them into another GPT3.5 model,
which determines which URL is the official web-
site empirically. Figure 3 shows our prompt de-
sign.

GE following two websites both are real websites arh
one of both is official homepage for {Organization}.
1. {Websites_0}.
2. {Websites_1}.
Please only use your experience to judge which one is
its official homepage. You do not need to access
external information.
Just answer 0 or 1.

@swer: /

Figure 3: Prompt used for LLM determining official web-
site.

* Look up Action. The Lookup action is used
to search for websites containing relevant pol-
icy content launched by specific organization,
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which are often sub-webpage of the official web-
sites. Similarly, the Google Search Engine API
is used to search for relevant websites with the
search query “{Official organization} for {Policy
issues}”, and the top 10 search results are stored,
any results that do not have the official URL pre-
fix returned by the Search action will be dis-
carded. If there is more than one candidate web-
sites, the text content of each website is then split
into chunks and converted into text embedding
(Lee et al., 2024; Xiao et al., 2024). In this study,
embedding model we used is text-embedding-3-
large by OpenAlI”. The search query is also con-
verted into an embedding in the same way. Fi-
nally, the website containing the text chunk em-
bedding with the highest cosine similarity with
search query embedding is identified as the final
policy website.

 Finish Action. Finish action is a simple action
that is used to complete the whole task and return
the all the information related policy evidence.

3.2 Process of Algorithm Running

Ideally, the model will mimic the examples in the Re-
Act prompt, generating a right thought traces and de-
ciding on the correct actions to execute. The results
of these actions, as known as observations, will pro-
vide the model with useful feedback until the model
outputs the Finish action, concluding the entire task
process. The entire process of evidence collection
is completed through a loop. At any given mo-
ment, the LLM generates a thought and decides on
the action to execute. The thoughts, actions, and
the observations returned by the actions at this mo-
ment are then appended to the end of the prompt,
becoming part of the prompt and forming the new
prompt to the LLM at the next moment. Math-
ematically, let P, be the ReAct prompt at time 7,
H;, A; be the thoughts and actions generated by the
model, and O, be the observation returned by the
action at time ¢t. Then, the prompt P given to
the LLM at time r+ 1 is P, UH; UA; UO;. Thus,
the complete process corresponds to a sequence:
(PlaHlaAhOl7P2;H27A27023"'Pththl‘aot) where
Py corresponds to the initial prompt in Figure 1, and
A; corresponds to Finish action. This cyclical design
allows the LLM to utilize all previously generated in-
formation at each moment, which helps in generating
reasonable thoughts and action decisions. The pseudo
code of design has shown in Algorithm 1.

Zhttps://platform.openai.com/docs/models/o1#
embeddings
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Input: policy_issue, organization_type
Output: All the information related to policy

evidence

Finished = False
Construct the initial question using

po

licy_issue and organization_type;

Combine instructions and examples

wi
to
whi

end

th ReAct framework with the question

form the initial prompt;

le not Finished do

LLM generates Thought and Action with
the current prompt;

if LLM’s output doesn’t follow the
expected format then
‘ Print an error message and break;

else if the Act ionis "Generate” then

Generate a specific organization based
on the policy_issue and
organization_type;

Set Observation as the generated
specific organization;

end

Ise if the Action is "Search” then

Search for the official website URL of
organization using search engine;

Set Observation as the official
homepage URL;

[¢]

end

else if the Actionis ”"Lookup” then

Lookup website containing policies
based on the generated
organization and policy_issue
using search engine;

Set Observation as the website
containing relevant policy evidence;

end

else if the Action is ”Finish” then

Combine all the information and return
final answer;

Set Observation as “Completed!”;

Finished = True ;

end
Append Thought, Action, and
Observation to the prompt;

Return Answer provided in the Finish

ac

tion;

“Water Resource Protection”, “Cultural Tourism Pro-
motion”, “Advanced Technology”, “Public Trans-
portation”, “Educational Equity”, and “Children’s
Mental Health”, and 5 types: ‘“Relevant Businesses”,
“Council”, “Regional Government”, “National Part-
nerships” and “Scottish Government Groups”. Each
policy is paired with one type of official organiza-
tion, resulting in a total of 50 times of experiments.
To evaluate whether our method collected the correct
policy evidence, we invited experts from PolicyBris-
tol to assess each test result, determining whether our
method generated the correct specific official organi-
zations and appropriate official websites containing
policy evidence. The base LLM we used for receiving
prompt is GPT-3.5 by OpenAl

To prove that we used the correct prompt en-
gineering method, for comparison, we used Chain-
of-Thought (CoT) prompting (Wei et al., 2022), a
method that guides the model to generate thought pro-
cesses without involving action execution. Figure 4
shows our CoT prompt design. Similarly, we also
includes few examples (FS learning) in the prompt,
for simplicity of demonstration, only one example is
shown. Table 1 shows the results, where it can be seen
that, with the same number of examples, our method
generated a greater number of correct official orga-
nizations and collected more correct policy evidence.
This outcome aligns with our expectations, as the CoT
prompting does not include external tool calls to sup-
plement the LLM’s knowledge, leading to most of the
generated websites being invalid or fictitious URLs.

/Question: We are considering a policy problem of resilience of coastal communities, can yh
provide policy evidence for relevant business engaged in the policy in the United Kingdom?

Thought 1: A specific official organization for type of relevant business involving resilience
of coastal communities could be falmouth harbour.

Thought 2: The official home page of falmouth harbour is www.falmouthharbour.co.uk.

Thought 3: The website contains policy evidence for falmouth harbour is
www.falmouthharbour.co.uk/environment/.

Thought 4: I have all the information about evidence which is relevant business -> falmouth

harbour -> www.falmouthharbour.co.uk -> www.falmouthharbour.co.uk/environment, /

Question: We are cosidering a policy problem of {Policy issue}, can you provide policy evidence
for {Type of official organization} involved in the policy in the United Kingdom?

Figure 4: CoT prompt design.

Table 1: Comparative Test: Effectiveness of prompting

Algorithm 1: An algorithm for evidence collection methods by number of correct organizations and evidence.

4 EXPERIMENTS

4.1 Comparative Test

We set up 10 policy issues: “Garbage Collection”
“Job Salary”, “Housing Allowance”, “Food Safety”,

Method # of correct | # of correct
organization evidence

CoT with 3- | 21/50 4/50

shot

Ours (ReAct) | 42/50 36/50

with 3-shot

During testing, there were primarily two scenar-
ios in which our method failed to collect valid pol-
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icy evidence. The first scenario occurred during the
Look up action, no official websites were returned
in the search results. The second scenario involved
being denied access while attempting to scrape text
from the target webpage if there are two or more can-
didates during the Look up action, making it impossi-
ble to determine the correct result. Figure 5 shows the
model output when GPT-3.5 is used as the base LLM.
The model was unable to gather policy evidence due
to the lack of supplementary website information.

Question: We are cosidering a policy problem of Public Transportation, can you
provide evidence in the United Kingdom for Regional Government engaged in the
policy?

Thought 1: Firstly, I need to generate an official organization of regional
government involved in public transportation issues.

Action 1: Generate([regional government, public transportation

Observation 1: A specific example could be Transport for London.

Thought 2: Now I need to search the official website of Tramsport for London
Action 2: Search[Transport for London

Observation 2: The official website of Transport for London is https://tfl.gov.uk/.
Thought 3: Finally, I need to look up a sub-website on the official page that
contains policies on public transportation.

Action 3: Lookup
Observation 3

t for London in

is
Observation 4: Completed

Figure 5: Case where our method failed to collect evidence
using GPT-3.5.

Interestingly, if we replace the base LLM in our
method with GPT-40 (also comes from OpenAl, more
advanced than GPT-3.5), then when encountering one
of scenarios discussed before, GPT-40 might generate
additional actions to resolve the issue, rather than im-
mediately ending the entire process. Figure 6 shows
the model’s output when the first Look up action did
not return valid information. In the second attempt,
correct website was found, thereby completing the
task. In Figure 7, due to the inability to complete
the task through multiple calls of the Look up ac-
tion, model even re-invoked the Generate action to
search for information from the other official organi-
zation and successfully completed the task.

Therefore, we finally compared the efficiency of
our method when using GPT-3.5 and GPT-4o0 as the
base LLM. This time, we only recorded the number
of valid and accurate websites containing policy ev-
idence that were generated. Figure 8 shows using
GPT-40 outperforms GPT-3.5, indicating that, in our
method, using a more advanced LLM as base model
can better understand the task’s intent within the Re-
Act framework, resulting in a more flexible, inferen-
tial performance and achieving improved outcomes.
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ound

I need to refine my search or explore different sections of the

Transport for London website to find relevant policy information on public

transportation.

The sub-website that contains policies on public transportation is

Figure 6: Case that GPT-40 took Look up action two times
to successfully collected evidence.

need to look up a sub-website on the official page that
es on public transportation
E:

Figure 7: Case that GPT-40 re-invoked Generate action af-
ter multiple failed Look up action attempts, finally finished
task.

4.2 Drawback Analysis

In addition to problem encountered previously, our
approach is not effective at diversely collecting pol-
icy evidence, given a specific type of organization and
policy issue. Finally, since the ReAct framework in-
cludes various external actions, there may be some
delay in process of evidence collection, in 50 tests,
average runtime of our method is approximately 21.6
seconds, whereas the method based on CoT prompt-
ing requires only about 1.2 seconds.

S CONCLUSION

In this study, we proposed using LLMs combined
with ReAct prompting to address the issue of auto-
mated policy evidence collection, which allows the
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Figure 8: Comparison result between GPT-3.5 and GPT-4o0.

LLM to generate thoughts and decide on actions, thus
integrating external tools to provide useful informa-
tion and compensate for the LLM’s knowledge gaps.
Our method generated 42 correct official organiza-
tions and 36 correct websites of policy evidence us-
ing GPT-3.5 in 50 experiments, significantly outper-
forming the CoT prompting approach, and the effec-
tiveness of the method improved when using a more
advanced LLM as base model. With our method, re-
searchers can efficiently collect evidence to support
policy analysis and make informed policy decisions.
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