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Abstract: The paper presents the development and deployment of an artificial intelligence (AI) test automation framework that allows testers to more fluidly develop scripts and carry out their day-to-day tasks. In particular, the framework aims to speed up the test automation process by enabling its users to locate elements on a webpage through the use of template-matching-based image recognition as well as optical character recognition (OCR). Indeed, test automation specialists spend much of their time creating page-object models (POMs), where they capture elements on the screen via complex locators such as cascading style sheet (CSS) or XPath. However, when webpages are updated or elements are moved around, locators become void, eventually pointing to nothing unless written in such a dynamic way as to prevent this. This heavily relies on developers providing meaningful tags to elements that they can then be located by, whereas with the introduction of an image recognition engine in our AI framework, this tedious and long-winded approach has been shortened.

1 INTRODUCTION

As advancements are made in technology, the approaches and methodologies to accurately test such technologies must also evolve (Black et al., 2022). Indeed, reliable software testing is required to allow trustworthy autonomous systems, multi-agent systems, and/or robotic systems to evolve close by and/or interact with humans such as companion robots in assistive-living environments; autonomous vehicles in smart cities; or cloud robotics systems in smart manufacturing (Olszewska, 2020).

While the goal of testing is mainly to verify the quality, performance, or reliability of whatever is tested, testing in the modern age is a complex and nuanced field that is comprised of over a dozen of different types of testing (IEEE, 2021). These ones can be broadly split in functional testing, such as regression testing (Long, 1993) to catch a large class of bugs quickly and efficiently, and non-functional testing such as usability testing, and especially pattern-based usability testing (Dias and Paiva, 2017) to test usability guidelines (or best practices) by defining generic test strategies (i.e. test patterns) in order to allow testing usability aspects on web applications.

Even though manual testing is an integral part of the testing process and includes the development of a test strategy, test plan, test cases and test scripts (Alferidah and Ahmed, 2020), automated testing is required to cope with the pace of the software’s continuously integrated/continuously developed (CI/CD) pipeline that streamlines the development and testing process within a software development life-cycle (SDLC) and aims to automatically fire off automated regression tests upon deployment (Chowdhury, A. R., 2023).

Whilst the idea of test automation is straightforward, the implementation and integration of automated software testing into an SDLC can be an intricate process.

So to overcome this aspect, a test automation framework provides rules, guidelines, and tools that the user can utilise to write test scripts (Celik et al., 2017). It can also be seen as a structure that provides an environment where automated test scripts can be executed (Chowdhury, A. R., 2023). Some of the major components of test automation frameworks usually consist of the test data management and testing libraries, including unit testing, integration testing and behaviour-driven development (Chowdhury, A. R., 2023). It is worth noting that there are many types of test automation frameworks (Chowdhury, A. R., 2023), e.g. modular testing-, data-driven testing-, keywords-driven testing-, hybrid testing-,
or behaviour-driven development (BDD) framework. Hence, test automation can ultimately be implemented in a variety of ways via different techniques, ranging from simple capture and replace and finishing with more sophisticated ones such as keyword and process-driven approaches (Gafurov et al., 2018).

In particular, the behaviour-driven development (BDD) framework (Knight, A., 2017), which extends the test-driven development (TDD) approach (Sheshasayee and Banumathi, 2018) by focusing on user requirements and expectations as well as enabling collaboration and automation, can be integrated into DevOps (Gohil et al., 2011) and further software quality verification (Cavalcante and Sales, 2018). For this purpose, BDD consists in writing requirements in a structured and testable format (i.e. feature files which are used to describe test scenario in a structured natural language (Yang et al., 2019) and step definitions which are abstractions representing the elements in a scenario such as contexts, events, and actions (Solis and Wang, 2011), with each step in the scenario associated with a corresponding step implementation function in the underlying programming language (Storer and Bob, 2019)) that can be evaluated to ensure compliance with the expected behavior (Faroog et al., 2023).

On the other hand, several tools have been developed for the test automation with old ones such as QuickTest Professional (QTP) (Wang and He, 2014) with keyword-driven methodology, which is a scripting technique that uses data files to contain the keyword related to the system under test (SUT) (Hamilton, T., 2023), used for the functional testing and regression testing (Lenka et al., 2018). Newer tools include the development of solutions like Selenium, which is an open-source, highly customisable, cross-Browser, web-testing automation framework (Ramya et al., 2017). The most recent tools are AI-assisted and AI-driven tools like Appility (Calantionio, J., 2023) and may involve visual graphical user interface (GUI) testing capabilities (Alferidad and Ahmed, 2020).

It is worth noticing that the decision to automate is the first step in the automation testing life cycle methodology (ATLM), and not all projects will require automation nor will meet the correct criteria for automation (Borjesson, 2012). Actually, test automation is the automation of tests that have already been run and verified to be working correctly. It is a step out of the typical software testing life cycle (STLC) (Hourani et al., 2019). So, test automation is carried out after the STLC has completed, and can only be considered if pre-requisites such as product owner (PO) interest and return on investment (ROI) on test automation have been achieved, because test automation requires a substantial initial investment and the benefits of the seeds of automation only begin to sprout after several weeks and months.

Therefore, test automation can go from no automation (i.e. manual testing), to automated testing and beyond, i.e. to self-managed, self-optimized testing, or even to autonomous testing such as self-testing, self-healing or self-repair (Eldh, 2020). For these latter stages of automation, using AI for software testing has a lot of potential and may improve quality assurance (Hourani et al., 2019).

In particular, AI-assisted test automation, which is also referred to as AI-driven testing, is concerned with the use of AI/ML technologies in the performance of automated testing activities (King et al., 2019), and implementing AI/ML can help among others to streamline the test automation process and offer functionalities such as test case creation models, making the software testing even more efficient and bugs easier to catch (Drugeot, C., 2020). Furthermore, machine learning (ML) classifiers can aid to predict defective software modules, most notably in safety-critical systems (Moreira Nascimento et al., 2019). Moreover, the use of computer-vision-based techniques can lead to robotic process automation (RPA) (Yatskiv et al., 2020) or software robots for test automation (Gao et al., 2019).

Indeed, since automated software testing needs data (Zhu, 2018), and considering that the source code is data, and the screens, websites, databases, input and output are just data (Hourani et al., 2019), machine learning and computer vision techniques such as template matching and optical character recognition (OCR) (Olszewska, 2015) can help collect data in the form of images for application screens (Yu et al., 2019) and widgets (Qian et al., 2023) and manage such data (Amershi et al., 2019) in context of test automation (King et al., 2019). In particular, template matching is a technique in digital image processing for finding small parts of an image which match a template image (Kalina and Golovanov, 2019), while OCR is a study of digital image processing for extracting alphanumeric data from images through pre-processing, segmentation, feature extraction, and recognition (Hantanto et al., 2023).

Thence, testing with visual GUI testing (Borjesson, 2012), which is also known as visually validation testing (Borjesson and Feldt, 2012), is conducted with tool support that uses such image recognition algorithms and automated scripts to perform tests through GUI interaction. GUI interaction works on the highest level of system abstraction and allows the technique to emulate end-user behaviour to automate complex user
scenarios (Wheeler and Olszewska, 2022). User scenarios can therefore, with this technique, perceivably be executed faster, with higher frequency, at lower cost, with gained quality, etc. (Leotta et al., 2013).

So in this study, we utilise BDD techniques to organise test suites, develop readable test scenarios, and configure and run test runs. This is designed to work in tandem with the AI/ML aspect of the framework enhanced by computer-vision techniques for the OCR and template matching algorithms, in order to provide an automation engineer with a complete experience.

Hence, this work aims to deliver an AI-assisted test automation framework that leverages such technologies to enhance the test automation experience, and our framework goal being to minimise the effort of building a test automation framework and collecting data.

On the other hand, robust test execution is another goal the developed framework in this work has sought to achieve; the framework provides this level of test robustness using a two-fold approach. This mixes traditional as well as visual GUI testing elements to provide a more full-bodied experience capable of discovering bugs at the GUI level as well as at the document-object-model (DOM) level.

Besides, the AI-based automated testing framework has been developed following the D7-R4 approach (Olszewska, 2019).

The paper is structured as follows. In Section 2, we present the developed AI-based automated testing framework, while Section 3 compares productivity across various test automation scenarios most experienced by software testers. Conclusions are drawn up in Section 4.

2 PROPOSED APPROACH

This section covers the various technologies and software (Section 2.1) along with the testing methods and features (Sections 2.2-2.3) at play within the developed framework (see Fig. 1) as well as the setting up of the visual validation algorithms and testing (Sections 2.4-2.5).

2.1 Test Environment

In order to deliver the proposed framework (see Fig. 1) in a working capacity, our framework has been coded in Python (TechVidVan, 2023), using PyCharm integrated development environment (IDE), along with Python's built-in libraries and NumPy library supporting large, multi-dimensional arrays and matrices and a large collection of high-level mathematical functions to operate on these arrays. The development of our open-source system also involved the use of test suite core libraries such as PyTest, PyTest-BDD, and Selenium as well as a series of computer-vision libraries such as PyTesseract and OpenCV, as explained further in this section.

2.1.1 Selenium

Selenium is an open-source test automation library that utilises a WebDriver to interact with browsers in context of web-based application testing and that has seen widespread popularity within the industry in recent years (Tanaka et al., 2020). The library provides basic functions such as clicking on an element or selecting by index from a drop-down list among others, allowing testers to simulate common activities performed by end-users and to build regression packs (Selenium, 2022).

In this work, it has been specifically chosen for this reason, since it allows us to utilize the Selenium WebDriver, which is as the name suggests what will drive the tests. Indeed, the WebDriver communicates directly with a browser and uses its native support for automating the execution process of the test cases (Ramya et al., 2017). Much like Selenium itself, Selenium WebDriver can work on any browser given that the respective driver has been developed, with all major browsers being supported. It is worth adding that for this project, the main web browser that all the carried-out tests take place on is Google Chrome due to its popularity and widespread use.

2.1.2 PyTest

PyTest is a Python testing framework that can be used for various levels of testing, including unit tests, integration tests, end-to-end tests, and functional tests. Its features include parametrized testing, fixtures, and assert re-writing (Hunt, 2023).

In the case of our system, PyTest is primarily used for its fixtures which are used to instantiate and yield the various test managers that are used throughout the framework. The reasoning for this is so that the user
does not ever need to instantiate the managers themselves and that all of them will work in alongside the logging module to deliver seamless test logging and aid reporting.

PyTest is also used to run and organise the tests, which is done so via starting the function’s name with ‘test’, this later integrates with PyTest-BDD to help us locate our feature file, containing our scenarios (tests); pull the steps from the scenario; locate the associated code; and run the code.

2.1.3 PyTest-BDD

PyTest-BDD is a PyTest add-on that implements a subset of the Gherkin language for automating project requirements testing and that enables behaviour driven development (BDD) within the framework (Santos et al., 2022). Hence, it allows an engineer to take a behaviour-centric approach to the development of their scripts.

This approach has been taken primarily for two reasons, namely, complexity abstraction (i.e., keeping the complex code that carries out the tasks separate from the steps of the test, enhancing readability and understanding of the system as a whole) and advanced structuring (i.e., structuring the test suite in such a way that complexity and code is modular and relevant, which aids compartmentalisation and understanding of the framework).

The BDD element of the framework enables the user to organise their tests via feature files, step definitions, and page-object models (POM) (i.e. helper files that are a way of implementing and abstracting the code that will run within the step definitions, by modeling the web pages involved in the test process as ‘objects’) (Leotta et al., 2013).

2.1.4 PyTesseract

PyTesseract is the Python library derived from Tesseract (Zelic, F. and Sable, A., 2023) which is a very well-known optical character recognition (OCR) tool (Bugayong et al., 2022).

Indeed, Tesseract is an open-source project that provides an OCR engine capable of advanced image recognition in a variety of formats (Smith, 2007). The steps in which Tesseract takes to optically recognize characters are, namely, word finding, line finding, and character classification. Word and line finding attempts to locate the rough areas of text, which are then organized into blobs (Zelic, F. and Sable, A., 2023). These blobs are then broken down into words and characters which the engine attempts to sequentially recognize. Having successfully recognized a word or set of words, this then further trains the model (Zelic, F. and Sable, A., 2023). Tesseract itself is capable of recognizing more than 100 languages and can be trained to recognize and interpret many more (Google Open Source, 2021).

The reason for its choice for our work specifically is that it is the most robust and popular OCR library available. Moreover, it is open-source, meaning its use and extension comes with no charge.

In the case of our framework, the text is read from the input image which is the screenshot of web elements that are provided by the Selenium WebDriver. Actually, the screenshot is first processed, then fed to the OCR engine, processed once more, and finally text is then output. It is precisely this text that is compared to the ‘text’ or ‘value’ attribute of that element.

2.1.5 OpenCV

OpenCV is a comprehensive and open-source computer vision and machine learning software library. It contains more than 2,500 optimized algorithms and is one of the most robust and popular options available on the market (Zelic, F. and Sable, A., 2023).

The library provides several methods and functionalities surrounding computer vision, which is the basis of our visual validation testing and facilitates a lot of the image handling, pre-processing, template matching, and post-processing required for visual validation testing.

In particular, OpenCV is used in the following ways within our framework to deliver visual validation testing:

- **Decoding images** - this is necessary as part of the pre-processing of images needed for template matching;
- **Colour conversion** - this is another step in pre-processing images for template matching;
- **Reading files** - OpenCV allows us to read images and store them as variables and objects;
- **Template matching** - this allows us to pinpoint the location of our template within a source image using various matching algorithms.

Hence, the use of OpenCV in our framework contributes to provide added security and robustness to the automated testing delivered by our system.

2.2 Test Managers

What the framework essentially provides an automation engineer is the necessary methods and tools from which they can choose and utilise to carry out their test automation efforts. However, to properly abstract complexity within the framework so that the process
of utilising, it is necessary to develop the test managers.

The test managers work in harmony to provide the testers with what they might need; this is done by splitting various functional areas into the managers themselves. The test managers each deal with an integral area of test automation and were developed in the following order: (1) manager base, (2) logging manager, (3) input manager, (4) validation manager, and (5) visual manager, as detailed in the remaining part of this section.

The class diagram in Fig. 2 showcases the relationships between the test managers which are essentially classes revolving around a certain layer of test automation. The visual, input, and validation managers inherit from the manager base which gives them access to not only the parent methods but the driver and logger that are used throughout the testing process.

2.2.1 Manager Base

Manager Base acts as the base class for the test managers. This allows them to all have access to the same instance of the driver and logger that are both integral to the test automation. The Selenium WebDriver is what is used to create the browser instance upon which all the respective code is run, and the logger simply gives access to the active logger object to ensure the output remains consistent.

As well as providing access to the driver and logger objects, it provides the user with two basic methods, namely, getElement, which attempts to find and return the element that is passed in by using an XPath locator and check frame, which checks the current frame and whether or not we are in the correct frame before switching back to default. This is important for when we are working with iframes which are essentially windows inside windows that must be navigated to before work can be done on the elements inside.

2.2.2 Logging Manager

Logging Manager has no association whatsoever to any of the other test manager classes, as it can be seen in the class diagram displayed in Fig. 2. This is purely because the purpose of the logging manager class is to initialise the logger object and apply the necessary settings for the console output.

To properly output to the console on top of the logger’s baseline capabilities, we need to set the formatting and logging levels. Thence, the initialiseLogger() method first creates the new logger object, followed by setting the level, the name and path of the eventual .log file as well as the formatting of the output. Once the logger has been initialised once, we can reference it by utilising logging.getLogger(NameOfLogger). This references Python’s internal logging library, which allows us to access the same instance of the logger throughout the project and various classes and files. The above method is in the manager base, which as aforementioned is used as the base class for all the test managers - excluding the logging manager. This is precisely how each of the managers can utilize the same logger object for logging and reporting.

2.2.3 Input Manager

Input Manager facilitates all the input commands that are used to interact with the web browser. These methods enable the user to interact with a webpage using the most common and popular types of interaction such as clickViaWebElement, selectText, selectValue, submitElement, clickElement, checkboxClick, enterData, and clearData. Each of these methods provided by the input manager enables the automation engineer to interact with the webpage. The purpose for abstracting these functions through a test manager is for primarily two reasons: to access to the same logging output and same driver. This essentially allows the engineer to write code without having to worry about reporting and logging, which are automatically taken care of as long as they use the provided functionality from the test managers.

So, of the three core test managers that will be used by the automation engineer (i.e. input, validation, visual), the input manager will undoubtedly see the most use.

2.2.4 Validation Manager

Validation Manager is undeniably the most important to the testing process, whilst not used as frequently as the input or validation managers. The validation manager essentially allows the engineer to validate various kinds of information and data, via assertions and other means, and is the primary way for the engineer to ensure robustness in functionality.

The validation manager enables the user to use
the following methods: containsText (which checks that the text within an element matches what we want it to, i.e., a word from a sentence or paragraph); validateText (which validates that the text within the element is a 1:1 match for what we are looking for); containsTitle (which checks that the title of the webpage - shown in the tab near the top - is as we expect); assertIsTrue (which asserts that something equals true); and assertIsFalse (which asserts that something equals to false). These five methods are what the validation manager has to offer an engineer that is using the framework. While it does provide the majority of the validation methods that may be used in web testing, it also lends itself to extension for further development and expansion, as do all the managers and the framework as a whole.

2.2.5 Visual Manager

Visual Manager, which as the name suggests, handles the visual validation testing and provides to the engineer operations such as optical character recognition (OCR) and template matching for image recognition-based testing. The purpose for this manager on top of the existing managers is to provide another layer of testing that can further confirm the robustness and integrity of the system under test (SUT). By doing this, we are better achieving the goal of automation which is to (ideally) be run upon new deployments to gain an understanding of the overall system status. The methods provided by this manager are as follows: enterDataViaTemplate (which uses a template image parameter to locate the area on the screen that we want to interact with, then clicks on this area if found and enters in the parameterized data); clickViaTemplate (which clicks at the x/y coordinates of our located template); getElementCoordinates (which returns a Numpy array with the x and y coordinates of the located template); validateText (which uses the PyTesseract library to implement OCR, takes a screenshot of the element and simultaneously grabs the text attribute of said element and compares them); saveScreenshotToFile (which saves a screenshot to file, most typically will be used for web element screenshot library); and getElementScreenshotAsBytes (which returns both the screenshot of a web element in byte form and the text of the web element and is used by other methods within the class).

The visual manager is the most complex of the managers and provides a breadth of visual validation testing in tandem with the other managers to aid in providing a well-rounded and robust testing experience.

2.3 Test Logging and Reporting

Test reporting and logging were implemented after the core test suite functionality was in place. This was primarily done to deliver a more coherent environment for an engineer to develop their tests in, as described below.

2.3.1 Test Logging

The logging of tests and the events that take place during a test was one of the first developments as part of the framework. Being able to keep track of what is happening during the test and afterwards is crucial, not only from a testing point of view but also from a debugging angle.

At every stage of development for a test script, it is re-run to ensure what has been developed is working, and to better facilitate this commonality among automation engineers, test logging was deemed an integral part of the framework. This allows for monitoring of the testing and debugging, but also for easily indicating whether a test has passed or failed and exactly at what step of the test.

The PyTest-BDD library allows for the configuration of the output using Gherkin syntax. This allows us to output formatted code, showcasing the scenario and steps that were executed, alongside whether the test as a whole passed or failed. The end product of the logging is the .log file, which includes all the logs that fired during the test run. Unlike reports which need to be generated manually, the .log files are automatically generated and easy to handle due to their generally small size.

2.3.2 Test Reporting

Reporting must be run manually via the command line. At first, a JavaScript Object Notation (JSON) object must be generated from the test run, and then the report itself can be generated from this. The decision to make this process manual is based on the fact that - of a hundred test runs, only maybe one report will be sent to the stakeholders - it is not something that needs to be constantly generated as it can quickly begin to take up a lot of disk space.

For this reason and to reduce post-processing times, the reporting was made to be a manual process via the command-line interface (CLI). The reporting itself is powered using PyTest-HTML (a built-in library that is coupled with PyTest) that allows us to provide basic reporting that gives an overview of what has passed and failed in a Hyper Text Mark-up Language (.html) format.
2.4 Template Matching

Template Matching is one of the two ways that visual validation testing is provided by the framework and is one of the latter areas that were developed once the core and aforementioned managers were implemented. The framework provides this functionality to the automation engineer by utilising several libraries in tandem.

Template matching essentially consists in finding an image within an image. Traditionally, template matching has been used in image recognition applications. Our framework utilises template matching by detecting a template image within a source image. In the case of this work, the source image is a screenshot of the webpage that is taken using the WebDriver; this source image being the basis of the template matching algorithm. Soon after, a template - or image we want to find within the source image - must be defined. Once these two key components have been defined and pre-processed, we can execute the template matching.

An example of template matching in action can be seen in Fig. 3, which showcases the Google homepage search bar being found by the template matching algorithm. For demonstration, the detected area is surrounded by a yellow rectangle when utilising OpenCV. Indeed, this entire window is generated using OpenCV, which opens a prompt window showcasing the matched region. In this scenario, the template is the search bar element screenshot, whilst the source image is the entirety of the Google homepage.

So the process flow for the getElementCoordinates method within the visual manager class can be described as follows. A screenshot of the webpage is taken using the Selenium WebDriver - this acts as the source image. Then, the source image is decoded and converted to grayscale (as part of the pre-processing). Next, the template is read from the file path provided by the engineer and parameterized as part of the getElementCoordinates method. Then, the width and height of the template are stored as variables. Next, using OpenCV, we run the template matching algorithm and capture the result which is then converted into a one-dimensional array using NumPy. Next, the one-dimensional array is unravelled and converted into a multi-dimensional NumPy array - this is what is returned from the getElementCoordinates method, the multi-dimensional array holds the x and y coordinates that are passed to the Selenium ActionChains library later on to offset the cursor to the correct x and y coordinates on the screen to interact with the webpage. Next, the multi-dimensional array (i.e. the x and y coordinates) are returned from the method. Finally, once the x and y coordinates are returned from the getElementCoordinates method, we click on the centre of the matched region by multiplying the width and height of the template by 0.5 (i.e. template width \( \times 0.5 \)). Now that we have interacted with the element and brought it to focus, we can continue with whatever operations the automation engineer would like to do such as entering data.

2.5 Optical Character Recognition

Optical Character Recognition (OCR) is the second way in which visual validation testing is provided by the framework. This is done by utilising PyTesseract which allows the use of the Tesseract.exe image recognition engine. The path to this .exe will differ depending on the machine and must be updated in the OCR method called validateElementText.

OCR sees widespread use in a variety of applications in the modern-day, such as automatic number plate recognition, QR code scanning, language translation (Kalina and Golovanov, 2019) to name a few. It is an integral aspect of many computer-vision-related applications and software. In its purest form, OCR is a subset of pattern recognition problems, which forms its basis from several processes including but not limited to input data pre-processing, segmentation, and feature extraction (Kalina and Golovanov, 2019).

Furthermore, the use of OCR within the test automation framework is a crucial step in implementing visual validation testing on top of more traditional methods, where elements are accessed at the document object model (DOM) level. This approach, when coupled with traditional test automation methods provides a two-fold layer of robustness, where we are not only verifying the contents of the element at the DOM level but also from a visual perspective.

The main benefit of this is that it is closer to how a human would interact with the application, ergo making it more realistic. When manually testing, testers will not inspect elements to ensure that the values, tags, and attributes are correct - it is a test that relies heavily on the tester’s vision. Thus, by utilising
both methods of test automation, the test automation framework provides greater levels of confidence to an engineer, as well as test reliability and test integrity. This in turn gives the business confidence in what they have developed and in certain cases, can even boost morale and productivity within the team.

Figure 4: validateElementText method utilising OCR engine.

Figure 4 is an extract from the code behind the framework, that employs the use of OCR to validate the text of an element. At first, it utilizes the Selenium WebDriver to capture two variables, namely, screenshot_bytes (this is a screenshot of the web element taken by using the WebDriver, which is later fed to the OCR engine) and element_text (this is the string from the text attribute of the element that is passed in). Next, it uses the OpenCV library to decode the image so that it can run the OCR engine on it to capture the text. Once it has captured the text, it manipulates the string to get only the text we are interested in - this is a solution to an issue with PyTesseract where it occasionally adds trailing spaces or other special characters. Finally, it asserts that the text held in the element’s text attribute is equal to the string that has been captured from the screenshot of the web element. So this is how OCR has been implemented within the framework, with its main aim being to provide a heightened level of robustness to the testing process.

3 APPLICATION AND DISCUSSION

In this section, we will describe the application of our AI-assisted automated testing framework in real-world context (in Section 3.1) and its evaluation (in Section 3.2) in terms of processing time and success rate of the computer vision algorithms which are embedded in our framework.

3.1 Application

Our developed framework for automated testing can aid the test building process in three domains, as follows: (i) writing the feature file (test scenario); (ii) coding the page-object model (POM), and (iii) attaching the code via the step definition, as explained in the remaining part of this section.

3.1.1 Writing the Feature File

The feature file is what holds one to many test scenarios, which are our tests. A feature file is written in Gherkin syntax, which is practically identical to the English language.

As a running example shown in Fig. 5, we create a .feature file under the ‘features’ module with a descriptive name. Now that the .feature file is created, we have to name the feature. The name of the feature should be identical to the name of the file for ease of understanding, as highlighted in red in Fig. 5.

Then, we should give the feature a description - this can be in plain English and acts as a way for any user that reads this feature file to get an understanding of what kind of tests are within the file.

Once the name of the feature file and a description are established, we can begin to write a test scenario, starting by naming the scenario something descriptive that makes sense to a human tester.

Next, when writing a test scenario in Gherkin syntax, we must prefix each step with the following operators ‘Given’, ‘When’ or ‘Then’. These serve no real purpose besides enhanced readability, but a common rule is to use ‘Given’ steps as the setup for the rest of the test; ‘When’ steps as actions (e.g., ‘When I search for Amazon’); and ‘Then’ steps as verifications or assertions.

3.1.2 Coding the Page-Object Model

The Page-Object Model (POM) is where all the coding within the framework is done primarily. Each POM will refer to a webpage (i.e. Google Homepage), and on each website, there will be various actions one can do such as search, select, enter, etc. - these will be the methods.

To continue with the running example, a .py file should be created under the page_object_models module in the project, naming it in a relevant way to the intended test. It is worth noting that if the test interacts with multiple websites/webpages, there is a need for many POMs. Then, within the POM, we should start by implementing the imports to access the methods made available by the test managers.
Once we have the POM class, it is best practice to capture locators and store them as private variables at the top of the class, as illustrated in Fig. 6.

![Figure 6: Example of locators.](image)

It is worth noting that any managers that one wishes to use also need to be referenced, ideally as protected attributes.

Next, methods (i.e. operations) for the respective webpage/website can be written, as shown in Fig. 7.

![Figure 7: Example of methods.](image)

We can create as many or as few methods as we like, as long as all the functionality necessary to cover the test scenario that we wrote earlier has been fulfilled.

### 3.1.3 Attaching the Code via the Step Definition

Now that we have written the feature file as well as the POM, we are ready to ‘glue the code’ together to run our test.

For that purpose, under the step_defs module, we create a .py file with a name that is almost identical to the name of our scenario - this allows to keep track of what we have worked on. After creating such .py file, under the same module step_defs, the imports are copied and pasted in the ‘Imports’ text into the new step definitions file.

Now that we have the step definition file setup, we can generate the step definition code via a command using the terminal, as follows (see Fig. 8).

![Figure 8: Example of step definition template code generation.](image)

Next, at the top of the step definition file above all the generated methods, we can write a method using the @scenario decorator, with the path to our feature file and the name of our scenario, as displayed in Fig. 9. When we prefix the method with ‘test’, this allows PyTest to find it.

![Figure 9: Example of method using the @scenario decorator.](image)

Then, we add in all the respective methods calls for our operations and in the conftest.py file, we add a method that will yield the class object so that one can use the respective methods, as illustrated in Figs 10 and 11, respectively.

Finally, we can right-click on the step definition file and run the test by clinking ‘Run PyTest’.
3.2 Discussion

This section looks at quantifying and evaluating the performance of the computer vision algorithms embedded in our developed framework. Thus, the computational speed of these algorithms is quantified using the logging from the system output that is generated through the test managers.

3.2.1 Template Matching Evaluation

As aforementioned in Section 2.4, template matching is one of two ways that visual validation testing aided by AI/ML has been implemented into the framework. Traditional methods although more time-consuming in their setup are typically faster as they access the DOM layer of the webpage. Whereas visual validation methods such as OCR and template matching take more time as the algorithm needs to work to match the region, it does this pixel by pixel until a satisfactory match is found in the case of template matching.

Due to how the algorithm works by starting at x(0) and y(0), it will take longer or shorter depending on the position of the element, because of this, the computational time in order to match the element can vary heavily. These variations in the processing time can be seen in Fig. 12 for the running example.

In the first instance where the clickAtCoordinates method is called (which utilises template matching), we can see in Fig. 12 that it takes approximately 7 seconds for this to take place, whilst the second instance takes less than 1 second. Both instances start from the x and y coordinates 0, however the processing time varies depending on how far away the first element is from the starting point.

3.2.2 Optical Character Recognition Evaluation

As outlined in Section 2.5, OCR within the dimension of our framework provides a two-fold approach to error detection in the form of a dual check. This functionality is aimed at ensuring that tests are reliable and that if a step passes, there are no unforeseen issues.

Traditionally, one interact with the webpage via the DOM layer, however in contrast to this, normal users and manual testers will not test the system under test (SUT) like this. This means that there needs to be a way for the visual element of a webpage to be verified alongside the DOM layer, and that is exactly what OCR within our framework provides. This improves not only error detection, but results in finding errors sooner rather than later, all while using a more realistic approach to that of a normal user.

Due to the nature of the characters we are working with, in that they are clearly typed words and sentences, the OCR engine works very quickly, taking only a couple of hundred milliseconds in order to be completed. Again, using the logging output from tests that have run, we can observe in Fig. 13 that the OCR takes 310ms for the running example.

Overall, from this we can see that the computational speed for the OCR is reasonably fast. OCR is also reliable, since for all the instances where it was used, all 100% of those instances successfully recognized the characters from the screenshot of the web element. The reason that the OCR algorithm within...
the framework is so reliable is because the characters are easy enough for the engine to recognise. This in comparison to attempting to recognise text from a newspaper or handwriting means the accuracy of the optical character recognition in our AI-assisted automated testing framework is working flawlessly across the board.

4 CONCLUSIONS

This work has successfully developed an AI-assisted test automation framework that has shone a light on the potential of artificial intelligence (AI), machine learning (ML), and computer vision (CV) within the software testing industry, specifically automation.

Indeed, our AI-assisted test automation framework, that leverages visual and traditional testing methods, minimises the effort of automating tests and collecting data. Moreover, the use of computer vision techniques provide a two-fold layer that adds security and robustness to the automated testing delivered by our framework, with the contents of the element being not only verified at the DOM level but also from a visual perspective. Therefore, this AI-assisted test automation framework with embedded computer-vision capabilities and in tandem with BDD offers a complete automated software testing solution, usable for reliable testing in mission-critical applications.
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