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Abstract: Generative AI tools are the cutting edge solutions of complex AI related problems. While investigating state-of-the-art results related to the effect of GenAI in the literature, one can note that the trends most likely lead to the expectation of a positive effect on the middle and long run. Based on these findings we define 4 productivity gain related hypotheses that we study using two types of methodologies. Namely we perform a survey research related to university-industry collaboration and quantitative studies mainly based on industrial productivity metrics. We have partnered with a major IT services provider - EPAM Systems - to be able to track, validate and analyze the key productivity metrics of software development projects, with and without using GenAI tools. This evaluation is being performed on various stages of the Software Development Lifecycle (SDLC) and on several project roles. Our goal is to measure the productivity increase provided by GenAI tools. Although this research has just started recently, considering that the area has extremely high attention we present some initial findings.

1 INTRODUCTION

According to a recent note published by IMF “Almost 40 percent of global employment is exposed to AI” (Cazzaniga et al., 2024). Even though the absolute impact of this exposure is not uniform, industry and especially IT ecosystem has to stay up to date with the emerging changes implied by AI and more precisely LLM models. The same note emphasizes that “Workers with a college education have historically shown a greater ability to transition into what are now jobs with high AI-complementarity potential.” underlining the well-known fact that the key of making Industries able to adopt to these changes is education (Cazzaniga et al., 2024).

Research by Cecilia Ka Yuk Chan, Wenjie Hu, and Faming Wang’s team unveils that students’ perceptions of GenAI significantly influence their learning outcomes, and that a carefully planned AI education policy, like the proposed AI Ecological Education Policy Framework, can help manage AI integration in university settings, align actions with their policy, improve AI literacy and thereby, prepare students for an AI-driven future. (Chan, 2023; Chan and Hu, 2023) (Wang et al., 2023).

Not surprisingly one of the areas of industry that is the most affected by the revolution of Generative AI is the IT industry. While the last revolution of this field was the widespread application of agile software development methodologies about a decade ago, it seems that nowadays we are at the rise of another revolution. Even though the exact productivity gain of using AI at different phases of the Software Development Life Cycle (SDLC) is not known, and there are even voices saying that in some cases the use of AI can even hinder the production, it seems that according to the common voices the use of LLM Generative AI (GenAI) can improve productivity. The questions we pose in this current research aim to find some exact measures of this productivity gain so that one can decide that according to the recent state of the technology at what phases of SDLC does it worth to apply the new tools.

In the meantime we try to apply our results from three different points of view. i.) The first and most important aspect is of course the industrial one since this is the field that can benefit the most in the short
The second aspect is from the perspective of industry management. It may be a question how AI can improve productivity on high level management of industries. This connection appears to be less trivial. The third aspect is the side of education. More precisely university and college education. The main questions here is if these actors can effectively prepare students to the application of Generative AI in their work and even it would be good to know what effects Generative AI has on the learning experience itself. It is also an open question how the high education can integrate the industrial results and tasks into their programme as new specializations (e.g. How to prepare students to be suitable for new job types like prompt engineering or Generative AI aided software development?).

Since these three fields and questions cover a really broad area of research we aim to focus our studies the exact case IT industry and related studies in the early phase of our work.

In this paper the next section presents our findings based on reviewing related state-of-the-art publications. After that we pose our hypotheses we aim to answer in our research, while in section 4 we show the two forms of studies we would like to use we also present our first findings that may prove our hypotheses. The paper closes with a short discussion.

2 LITERATURE REVIEW

2.1 Generative AI in the IT Industry

Although the application of Generative AI in industrial processes does not have a broad scientific literature yet, leading IT companies has started to publish their related findings in the industrial environment (including white papers, technical reports and business journals). These publications predict that we are before fundational productivity changes in the related fields of industry.

According to EPAM’s report, “A Call to Action for Generative AI” (Burkitt et al., 2023), 80% of the workforce could have at least 10% of their tasks affected, 19% of the workforce may see at least 50% of their tasks impacted, 300 million full-time jobs could potentially be automated globally, Generative AI could eventually increase annual global GDP by 7%. Productivity gains for a range of tasks and processes may be greater than 50%. The combined impact of productivity gains and revenue growth may increase the enterprise value of successful early adopters by up to 20%+ (see also (Eloundou et al., 2023) and (Hatzius et al., 2023)).

A study conducted by William Harding and Matthew Kloster from GitClear suggests that AI programming assistants such as GitHub Copilot could decrease code quality and increase redundancy. The study reveals AI tools are proficient at adding new code but fail to update, delete, or move existing ones, resulting in an alarming increase in code churn and redundancy. Additionally, concerns about AI-generated code’s security have also surfaced in other studies. Despite these concerns, its positive impact on productivity is acknowledged, contingent upon task complexity and developer skill. Nevertheless, a consensus seems to indicate humans are irreplaceable in coding, as AI tools are still error-prone. (Harding and Kloster, 2024)

In recent research conducted by Thomas Dohmke, Marco Iansiti, and Greg Richards, generative AI, including GitHub Copilot, has been found to significantly increase developer productivity. The tool was shown to help developers implement solutions faster, leading to improved productivity and satisfaction. GitHub Copilot’s impact only grows over time, with users accepting an average of 30% of code suggestions and less experienced developers benefiting the most. The researchers argue that as developers become more proficient in AI-prompting and interaction, approximately 80% of code will be AI-written in the future — a trend which could democratize software development and boost developers’ innovative potential. Like previous groundbreaking technologies, generative AI may lead to new business models and a shift towards higher-order work. (Dohmke et al., 2023)

In this study by Alok Mishra and Yehia Ibrahim Alzoubi, Agile and Waterfall methodologies were compared and analyzed for software development. The researchers discovered that both methodologies have their strengths: Agile for its flexibility and Waterfall for its stability. They concluded that there is no one-size-fits-all approach; instead, firms may need to use a hybrid framework combining aspects of both Agile and Waterfall methods to meet different project requirements. The study also suggested that future research could focus on real-world applications of these hybrid methodologies. Ultimately, the researchers advocated for firms to incorporate Agile principles into their existing systems, especially in the digital era. (Mishra and Alzoubi, 2023)

In his book "Generative AI - Navigating the Course to the Artificial General Intelligence Future", Martin Musiol invites readers on a journey into the new world of generative AI and artificial general intelligence (AGI), arguing that we are on the precipice of a transformative epoch in technology. He believes...
that advancements in AI like ChatGPT mark a point of no return, underscoring the vast potential of generative AI across a variety of fields. Musiol maintains that the swift progression and adoption of generative AI surpasses the growth arc of preceding technologies. Believing that this technology has the potential to redefine the future, he asserts that generative AI can empower individuals to become significantly more effective humans. Musiol concludes that mastering AI will offer a distinct advantage in the realm of tomorrow, endorsing AI as a tool for striving towards a better future rather than a replacement for human intellect and innovation. (Musiol, 2023)

### 2.2 Generative AI in Universities

In contrary to the industrial era, educational related research has already a notable amount of scientific surces in connection to the use of Generative AI tools by students.

The research conducted by Cecilia Ka Yuk Chan and Wenjie Hu reveals that students' views on Generative AI (GenAI) technologies significantly impact their learning processes and results. By getting to know students' readiness and apprehensions about GenAI tools, educators can incorporate such technologies into the teaching process more efficiently. This step enhances educational outcomes and cultivates a comprehensive approach to learning. Moreover, understanding students' perspectives helps in assessing AI literacy, enabling the educators to identify and bridge the knowledge gaps, thereby preparing students for an imminent AI-driven future. (Chan, 2023; Chan and Hu, 2023).

Faming Wang and his team aimed to devise an AI education policy targeted at university teaching and learning. The AI Ecological Education Policy Framework was proposed to manage the varied aspects of AI integration in university settings, divided into three dimensions – Pedagogical, Governance, and Operational. This structure aims to help stakeholders better understand the implications of AI for teaching and learning and ensure that they are aware of their responsibilities. If this framework is adopted, educational institutions can ensure the responsible and ethical use of AI and augment potential benefits. Nonetheless, further study is necessary to fully understand the potential benefits and risks associated with AI in academic settings. Rather than simply pushing for AI implementation, stakeholders must carefully consider which AI technologies to use, how best to use them, and fully grasp their capabilities. (Wang et al., 2023).

In a recent research study, Ramteja Sajja and Ibrahim Demir developed an automated system, VirtualTA, designed to answer logistical questions on online course discussion boards and educational platforms. The researchers aimed to enhance the quality of course content and individualized student advising as well as mitigate inequality amongst students in terms of knowledge accessibility. The virtual assistant system is also designed to ease transitions for students changing degree programs or disciplines. While the system was developed and tested under controlled circumstances, the research offers valuable insights into the potential of VirtualTA in enhancing student learning and engagement. The researchers acknowledge that while chatbots can reduce the workload for teachers, they cannot entirely replace human interaction. Future studies could explore improvements to the AI-augmented educational assistance framework to better cater to students' diverse needs and complexities in their academic journeys. (Sajja et al., 2023)

Jeya Amantha Kumar's research study explores the impact of Embodied Conversational Agents (ECs) on project-based learning activities. The study aimed to evaluate learning outcomes and found that ECs positively influenced learning performance and teamwork. However, the study found no significant differences in the need for cognition, motivational belief, creative self-efficacy, and perception of learning. The research concluded that while ECs did not significantly impact cognitive and motivational processes, they did not create any barriers to project-based learning either. Interestingly, the study found that the introduction of ECs contributed to a sense of "team spirit". Going forward, further research could explore the transformational potential of ECs as digital assistants in educational settings. (Kumar, 2021)

While the above results clearly show that when applied properly GenAI tools can significantly improve productivity even in high complexity cases we also have to point out some possible limitations. In their detailed review Tayyba Rasool et al. has shown that technological overload may have a negative effect on productivity (Rasool et al., 2022). This fact may also be the reason of the quantitatively slightly different results of the previously mentioned sources.

### 3 RESEARCH QUESTIONS

Based on the above findings we posed 4 hypotheses among 3 main areas related to productivity gain implied by the use of GenAI.
3.1 The Relevance of Generative AI in Productivity

While the exact level of the gain implied by the application of GenAI proven to be different in different sources, it seems that a consensus is forming declaring that the use of GenAI has a positive impact on productivity. Thus we formed our first hypothesis as below:

**Hypothesis 1.** The application of GenAI tools can increase the productivity in certain areas.

According to the actual state of our studies we have a limited number of sources to underly this finding but even now there are some industrial fields where exact tools can be identified for several tasks. A good example of this is again software development. Table 3 in the appendix section presents a collection of usable GenAI tools for different phases of the Agile SDLC (See Sommerville, 2010 - Chapter 3). In the table classical and Agile SDLC phases are listed non-necessarily in their time order. We have collected the related deliverables and successfully identified the applicable GenAI tools.

3.2 Measuring Productivity in AI Aided Software Development and Education

For different fields like Software Development, Industrial Management or University Education there are well-known metrics of productivity with which it is possible to show the effect of the use of some new technologies or tools. An interesting questions is however if we can define a uniform way of measuring productivity in these related but in the mean time different areas. According to our review we would like to underline the following two related hypotheses:

**Hypothesis 2.** There might exist a uniform metric of the objective productivity gain.

**Hypothesis 3.** There should be a methodology which can be used for measuring the productivity gain.

Our aim in this work is to find the uniform metric referred in Hypothesis 2 and also describe the way how this metric can be measured in order to provide a possibility for researchers of this field to make a comparison to their findings. And this implies our last hypothesis related to the uniform property of productivity.

3.3 Comparison of Productivity Gains in Industry and Education

Closely related to our previous topic we defined in a separate hypothesis that according to our expectations productivity itself measured in different fields (industry and education) is a comparable measure, so we can decide where the use of GenAI has more effect.

**Hypothesis 4.** Productivity/efficiency is a universal measure, that can be applied in both fields (Industry/Education).

To underline this hypothesis we need to compare the related findings of ours and others from the two areas. As an outcome we would also like to declare in which area the gain may be bigger.

In order to reach our goals we base our work on two methods, survey research and analysis of productivity metrics. While the first method can underly our first hypothesis, the others can be revealed by the use the latter one.

4 METHODOLOGY

In order to have first-hand data about the effect of the use of GenAI tools we base our research on two sources. i.) At first we sent out surveys to three different groups of users of GenAI tools to get a picture about their subjective opinion and impression about these. ii.) At second we measured well known productivity metrics of the IT industry to have objective data about the effect.

4.1 A Survey About the Use of GenAI Tools

Our surveys are being sent out to three different groups of users of GenAI tools. Namely i.) to university Students, ii.) to Academic Lecturers and Professors with Executive roles and iii.) Managerial-level Innovation consultants in Industry.

As a short summary of the structure of all the surveys, in them we define 5 main topics that we are interested in from three different aspects. By the use of the results we get from these we expect to be able to answer questions from Students, Academic lecturers and IT Industrial Consultants related to:

- Section 1: the overall opinion on the productivity implied by the use of GenAI tools
- Section 2: the aspects of Adoption and Integration of GenAI
• Section 3: the key challenges and opportunities during the adoption and integration
• Section 4: the possible (and likely uniform) ways of measuring productivity
• Section 5: the future of GenAI areas.

Technically we have created a "master survey" that has been altered in different ways to fit the special aspects of the different target audiences. As a result, our findings coming from different target groups will become comparable and commonly processable. In relation with our hypotheses, we suppose that the GenAI related productivity gain (Section 1) depends on the other four factors (i.e. the level of integration, the faced challenges, the way how we measure and the related expectations).

4.1.1 Identifying SDLC Phase Related GenAI Enabled Key Use Cases

While results of the surveys may give us an overall picture of the use of GenAI in the above mentioned fields, the scope of this survey would be also to identify the GenAI enabled key use cases within the SDLC phases including the Requirements Gathering, Design, Development, Testing, Deployment and Support such as the key uses cases listed in the Table 1.

4.2 IT Industrial Productivity Metrics

Table 2 presents those agile productivity metrics that can be used within agile software development lifecycle. We have categorized the metrics into team and individual level ones and also estimated their expected importance during the quantitative analysis.

Based on business inside preliminary findings we have identified agile productivity metrics by SDLC phases and job roles that may potentially be good measurements for our quantitative analysis. On Table 4 of the appendix section one can note that for each role we have identified at least 2 metrics, while for pure software development related roles several measurable indicators are available.

5 DISCUSSION

In this work we focus on the investigation of productivity gain implied by the use of GenAI from the aspects of industry and education. At the current stage we have performed a review of the state-of-the-art findings to get a picture of the expected effect of it and also the possible limitations.

Based on them we stated 4 hypotheses, declaring that according to our expectations i.) GenAI tools can

<table>
<thead>
<tr>
<th>Areas</th>
<th>Key Use Cases</th>
</tr>
</thead>
</table>
| Key Product Management Use Cases | - Ideation and Intake  
- Define and Design  
- Develop (linking to SDLC)  
- Launch and GoToMarket Planning  
- Measure  
- Retire |
| Key Business Analysis Use Cases | - Domain and Competitor Analysis  
- Requirements Elicitation and Analysis  
- Backlog Creation: Epic, User Story and Acceptance Criteria Writing  
- Process and Data Modelling  
- Communications and Stakeholder Management  
- Knowledge Management and Training |
| Key Engineering Use Cases | - API/3rd Party Integration  
- Business/Application Logic Implementation  
- Unit Test Coverage  
- Code Refactoring  
- Code Explanation and Documentation  
- Programming Language Conversion |
| Key Testing Use Cases | - Test Case Design and Development  
- Test Code Generation and Maintenance  
- Test Planning, Execution and Results Analysis  
- Test Case Maintenance and Management  
- Test Data Generation and Management  
- Test Result Analysis and Defect Management |

<table>
<thead>
<tr>
<th>Priority</th>
<th>Metric</th>
</tr>
</thead>
</table>
| Team metrics | High  
Velocity (Avg. velocity by sprints)  
Cycle time  
Lines of Code by Developers (Avg)  
Changed Lines of Codes  
Rework Time  
Average Code Review Time  
Code Review Failure Rate |
| Individual metrics | Medium  
Time in Requirements  
Requirement quality  
Time in Grooming  
Average Code Review Time  
Test Cases Creation  
Defect Rate |
boost productivity and ii-iii.) the productivity gain can be measured by a uniform metric or set of metrics. We also state that iv.) productivity itself is a comparable universal metric that can be used across these less closely related fields.

To reason our hypotheses we will perform a survey based study and quantitative analysis based on industrial productivity related metrics.

This position paper on the one hand presented the structure, scope and target of the survey to be used. On the other hand we have successfully identified the investigatable industrial roles, use cases and tools with their related metrics.

As a next step of our work we will send out the surveys for our industrial and educational partners. Meanwhile at our partner comparable projects are started with and without the use of GenAI tools. According to our expectations we get enough data in the next 3−4 months to be able to start the analytical investigation.
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APPENDIX

Table 3: GenAI enabled activities, deliverables and tools related to the phases of the Agile SDLC. In the table classical and Agile SDLC phases are listed non-necessarily in their time order. We have collected the related deliverables and successfully identified the applicable GenAI tools.

<table>
<thead>
<tr>
<th>I. Reqs. Gathering</th>
<th>II. UX Design</th>
<th>III. Architecture Design</th>
<th>IV. Delivery Plan</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GenAI accelerated activity</strong></td>
<td><strong>Personas &amp; Journeys Stakeholders Interviews</strong>&lt;br&gt;<strong>Epics and User Stories</strong>&lt;br&gt;<strong>Domain &amp; General Research</strong>&lt;br&gt;<strong>Documents Analysis</strong></td>
<td><strong>Personas &amp; Journeys</strong>&lt;br&gt;<strong>Wireframes</strong>&lt;br&gt;<strong>Prototyping</strong></td>
<td><strong>Generate Delivery Plan</strong></td>
</tr>
<tr>
<td><strong>GenAI assisted deliverable</strong></td>
<td><strong>Epics &amp; User Stories</strong>&lt;br&gt;<strong>Personas &amp; Journeys</strong>&lt;br&gt;<strong>Wireframes</strong></td>
<td><strong>High Fidelity Mockup Application Prototype</strong>&lt;br&gt;<strong>Midjourney</strong>&lt;br&gt;<strong>Stable Fusion</strong>&lt;br&gt;<strong>DALL-E 2</strong>&lt;br&gt;<strong>Hostinger</strong>&lt;br&gt;<strong>Durable</strong>&lt;br&gt;<strong>Visly AI</strong>&lt;br&gt;<strong>WIX</strong>&lt;br&gt;<strong>Uizard</strong></td>
<td><strong>Delivery Plan</strong>&lt;br&gt;<strong>(tasks, grouping, sequencing)</strong>&lt;br&gt;<strong>Project Risks &amp; Mitigation Plan</strong></td>
</tr>
<tr>
<td><strong>GenAI tool</strong>&lt;br&gt;<strong>Azure Open AI GPT</strong>&lt;br&gt;<strong>FaceBook LLAMA-2</strong>&lt;br&gt;<strong>Amazon Titan</strong>&lt;br&gt;<strong>Anthropic’s Claude 2.1</strong></td>
<td><strong>Generate Delivery Plan</strong></td>
<td><strong>Azure Open AI GPT</strong>&lt;br&gt;<strong>FaceBook LLAMA-2</strong>&lt;br&gt;<strong>Amazon Bedrock</strong>&lt;br&gt;<strong>AmazonQ</strong>&lt;br&gt;<strong>Amazon Titan</strong>&lt;br&gt;<strong>Anthropic’s Claude 2.1</strong></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>V. Development</th>
<th>VI. Testing</th>
<th>VII. Deployment</th>
<th>VIII. Support &amp; Maintenance</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>GenAI accelerated activity</strong></td>
<td><strong>Translate User Stories into Gherkin Scenarios</strong>&lt;br&gt;<strong>Generate Unit Tests</strong>&lt;br&gt;<strong>Coding with Copilot Code Review</strong></td>
<td><strong>Update Build &amp; deployment Scripts</strong>&lt;br&gt;<strong>Test Results Analysis</strong>&lt;br&gt;<strong>Build &amp; deployment Scripts</strong>&lt;br&gt;<strong>CI Scripts</strong>&lt;br&gt;<strong>Deployment Scripts</strong>&lt;br&gt;<strong>Bug Fixes &amp; Refactoring</strong></td>
<td><strong>Proactive Monitoring &amp; Recovery</strong>&lt;br&gt;<strong>Bugs Troubleshooting</strong>&lt;br&gt;<strong>Proactive Tests Coverage Refactoring</strong>&lt;br&gt;<strong>Bug Fixes &amp; Refactoring</strong>&lt;br&gt;<strong>Enhanced Maintainability</strong>&lt;br&gt;<strong>ChatGPT</strong>&lt;br&gt;<strong>GitHub Copilot</strong>&lt;br&gt;<strong>StarCoder</strong>&lt;br&gt;<strong>Amazon CodeWhisperer</strong>&lt;br&gt;<strong>Duet AI</strong>&lt;br&gt;<strong>Phind</strong>&lt;br&gt;<strong>Codeium (Plugin)</strong>&lt;br&gt;<strong>Anthropic’s Claude 2.1</strong>&lt;br&gt;<strong>Amazon Titan</strong>&lt;br&gt;<strong>Anthropic’s Claude 2.1</strong>&lt;br&gt;<strong>Amazon Titan</strong>&lt;br&gt;<strong>Anthropic’s Claude 2.1</strong>&lt;br&gt;<strong>Amazon Titan</strong></td>
</tr>
<tr>
<td><strong>GenAI assisted deliverable</strong></td>
<td><strong>Unit Tests</strong>&lt;br&gt;<strong>Source Code Integration &amp; Regression Test Documentation</strong></td>
<td><strong>Test Plan</strong>&lt;br&gt;<strong>Test Specification</strong>&lt;br&gt;<strong>Manual and automated E2E Test Documentation</strong>&lt;br&gt;<strong>Azure Open AI GPT</strong>&lt;br&gt;<strong>GitHub Copilot</strong>&lt;br&gt;<strong>Amazon CodeWhisperer</strong>&lt;br&gt;<strong>Duet AI</strong>&lt;br&gt;<strong>Phind</strong>&lt;br&gt;<strong>Codeium (Plugin)</strong>&lt;br&gt;<strong>Anthropic’s Claude 2.1</strong>&lt;br&gt;<strong>Amazon Titan</strong></td>
<td></td>
</tr>
<tr>
<td><strong>GenAI tool</strong>&lt;br&gt;<strong>Azure Open AI GPT</strong>&lt;br&gt;<strong>Google Codey</strong>&lt;br&gt;<strong>GitHub Copilot</strong>&lt;br&gt;<strong>Amazon CodeWhisperer</strong>&lt;br&gt;<strong>Copilot X (Copilot Chat)</strong>&lt;br&gt;<strong>Copilot Enterprise</strong>&lt;br&gt;<strong>Copilot Workspace</strong>&lt;br&gt;<strong>Anthropic’s Claude 2.1</strong>&lt;br&gt;<strong>Amazon Titan</strong></td>
<td><strong>GitHub Copilot</strong>&lt;br&gt;<strong>StarCoder</strong>&lt;br&gt;<strong>Amazon CodeWhisperer</strong>&lt;br&gt;<strong>Duet AI</strong>&lt;br&gt;<strong>Phind</strong>&lt;br&gt;<strong>Codeium (Plugin)</strong>&lt;br&gt;<strong>Anthropic’s Claude 2.1</strong>&lt;br&gt;<strong>Amazon Titan</strong></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 4: Identified Agile productivity metrics by SDLC phases and Job roles.

<table>
<thead>
<tr>
<th>SDLC Phase</th>
<th>Job role</th>
<th>Agile productivity metric</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Velocity</td>
</tr>
<tr>
<td>Requirements Gathering</td>
<td>Business analyst</td>
<td>X</td>
</tr>
<tr>
<td>UX Design</td>
<td>UX Designer</td>
<td>X</td>
</tr>
<tr>
<td>Architecture Design</td>
<td>Software Architect</td>
<td>X</td>
</tr>
<tr>
<td>Delivery Plan</td>
<td>Project manager, Delivery manager, Scrum master</td>
<td>X</td>
</tr>
<tr>
<td>Development</td>
<td>Developer</td>
<td>X</td>
</tr>
<tr>
<td>Testing</td>
<td>Test automation engineer, Manual test engineer</td>
<td>X</td>
</tr>
<tr>
<td>Deployment</td>
<td>DevOps engineer</td>
<td>X</td>
</tr>
<tr>
<td>Support</td>
<td>DevOps engineer</td>
<td>X</td>
</tr>
</tbody>
</table>