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Abstract: Microservices architecture emerged as an alternative to monolith architecture. With monoliths, applications are developed in entire blocks that communicate internally, manage their data usually in a single database, and each new feature demands the deployment of the application as a whole. On the other hand, microservices split the application into smaller blocks with unique responsibilities, using lightweight communication mechanisms and managing their own data. This new architecture has several advantages, but it also has some disadvantages. From the understanding of these advantages and disadvantages, the main goal of this research is to identify how the two architectures have been used in professional practices. As well as how the academy can help in the understanding that if the microservices architecture entails a longer development time for the applications, in order to understand when the decision for an architecture may be more appropriate with another in software development. To fulfill the explained objective, it is intended to carry out a systematic study with the snowballing technique, research in the grey literature and a survey with specialists.

1 INTRODUCTION

The microservices architecture decomposes traditional monolithic applications into smaller, autonomous services (Richardson, 2016). These services, possibly written in different languages, interact through APIs and are commonly managed in containers such as Docker and Kubernetes (Bernstein, 2014), facilitating deployment across varied environments.

Early academic studies on microservices date back to the mid-2010s (Viennot et al., 2015; Stubbs et al., 2015), with discussions on the term’s origins remaining unclear. Microservices offer several advantages over monolithic architectures, such as faster delivery, improved scalability, and increased autonomy (Soldani et al., 2018). These benefits stem from practices as Domain Driven Design (Merson and Yoder, 2020) and its bounded contexts, promoting a modular structure ideal for larger development teams and independent deployment, while allowing for diverse technologies.

However, microservices also introduce challenges, including security concerns, as each service requires individual protection (Yarygina and Bagge, 2018), and network performance issues due to API-based communication (Liu et al., 2020). Data consistency is another problem; as each service manages its data, potentially leading to inconsistencies (Kholy and Fatatry, 2019).

These disadvantages are well-studied and can be mitigated during development. Nonetheless, the added complexity and cost of developing communication layers, ensuring security, and maintaining data consistency make the development process more demanding, which is the focus of this research.

It is crucial to note that this research does not discourage the use of microservices; when properly implemented, the architecture’s advantages often make it the preferred choice for many applications.

The research foundation and examples highlight significant benefits of adopting a microservices architecture. However, it also reveals complexities not fully addressed by the scientific community, suggesting areas for further exploration.

Building on the aforementioned insights, and given the absence of literature specifically addressing the potential increase in software development time with microservices, this study proposes an exploratory investigation into whether this issue is significant. The study’s goal is to elucidate the pros
and cons of implementing monolithic or microservices architectures in software development, providing a balanced perspective to aid developers in making informed architectural decisions.

The main research question of this work is formulated as follows: “How can developers practicing microservices architecture be supported in making decisions regarding its use or the choice of traditional architectures, such as monoliths?”

The overarching goal of this research is to discern the conditions under which monolithic architecture is adequate for application development and when microservices present a more favorable option. The specific objective of the research is to create a recommendation guide that assists developers, considering the characteristics of the software to be developed, in deciding between using microservices architecture or monolithic architecture.

The remainder of this paper is structured as follows: Section 2 outlines the research methodology. Section 3 discusses the findings from the analysis of the proposed methodological steps. The conclusion and future work are presented in Section 4.

2 METHODOLOGY

A Multivocal Literature Review (MLR) proposed by Garousi et al. (Garousi et al., 2019) was conducted, focusing on the execution of snowballing (Wohlin, 2014) - to obtain academic studies on the topic research - as well as in the Grey Literature Review guidelines, which consider the knowledge available in non-academic sources, which are relevant to the software industry (Figure 1).

![Figure 1: Methodology stages.](image)

2.1 Snowballing Process

To understand the academic community’s perspective on the increased development time associated with choosing a microservices architecture, the snowballing methodology was employed. This systematic study approach starts with an initial selection of articles, using their references and citations for a comprehensive review (Wohlin, 2014). It involves "backward snowballing" (using references) and "forward snowballing" (using citations), with each round of selection considered an “iteration”. Iterations continue until no more relevant articles meeting the inclusion and exclusion criteria are found.

The inclusion criteria for the snowballing process and subsequent iterations are: articles discussing the advantages and disadvantages of using microservices; articles in English or Portuguese. The exclusion criteria include: grey literature works, to be covered in the grey literature review; studies not in English or Portuguese; theses and dissertations; books. These results are presented in Section 3.1.

2.2 Grey Literature Review Process

The term “grey literature” encompasses a variety of definitions with varying degrees of interconnectedness. The first official definition was introduced at the Third International Conference on Grey Literature in Luxembourg, 1997, conceptualizing it as unpublished primary studies containing information from several sectors like government, academia, business, and the electronic industry, not controlled by commercial publishers. This definition was later expanded in 2004 at the same conference to include academic and industrial reports, as well as dissertations and theses.

In 2010, at the Prague conference, the concept of grey literature was further refined to address intellectual property issues related to internet-based works. Grey literature now includes documents from governmental, academic, business, and industrial levels, in both print and electronic forms, protected by intellectual property rights and of sufficient quality for collection and preservation by libraries or institutions, without being under the control of primarily publishing companies. Notably, this definition excludes blog posts and tweets as grey literature.

Adams et al. (Adams et al., 2016) initiated in 2017 a formal evaluation on incorporating grey literature in organizational studies, structuring it into categories reflecting their scientific reliability. The first category (tier 1) encompassed sources with stringent source control, such as books, journals, and governmental reports. The second category (tier 2) included materials with moderate reliability, like corporate annual reports and media content. The third category (tier 3) was designated for sources with lower academic credibility, such as blogs and social media posts. This approach aimed to ensure the scientific integrity and relevance of grey literature in scholarly research.

In the Software Engineering context, Garousi et al. (Garousi et al., 2019) tailored the concept by Adams et al. (Adams et al., 2016) to consider all non-peer-reviewed materials as grey literature. This adaptation was crucial to encompass the vast array of relevant but academically peripheral content in the field.
The grey literature review, complementing the snowballing method findings, is particularly relevant in Software Engineering due to the industry’s rich practice-oriented knowledge. This approach aligns with Garousi et al.’s rationale (Garousi et al., 2019), emphasizing the importance of studies that reflect real-world professional experiences, a perspective supported by additional researchers (Kamei, 2020; Soldani, 2020) advocating for more industry-representative studies in Software Engineering.

The grey literature review phase was initiated in parallel with the snowballing approach. To identify pertinent documents, a series of search strings were crafted and applied within Google’s search functionality. The specific search terms employed are described as follows: (“comparison” “advantages” “disadvantages” “microservices” “monolith” site:”intended domain address”).

The choice to include the terms advantages and disadvantages was due to the fact that this search could provide results showing the advantages and disadvantages of using monolithic and microservices architectures. Similarly, the inclusion of the terms monolith and microservices was motivated by the search for articles comparing one architecture with the other. The domain filter was chosen because of the need to refine the search, due to the number of results obtained. The six sites selected were chosen because they are recognized by the software development community and are listed as follows: Stack Overflow blog; Site Point; GFG; freeCodeCamp; DZone; Medium.

The following inclusion criteria were used to select the papers from the grey literature: text content; texts from the selected blogs, due to the fact that there is a large amount of content shared by the community on this type of platform; content that addresses the issue of comparing microservice and monolith architectures; texts in English or Portuguese. The items that formed the criteria for excluding grey literature works are as follows: audio or video content without text transcription; texts not originating from blogs; duplicate texts; texts that do not compare the proposed architectures; texts in languages other than English or Portuguese. The results obtained from the review of the grey literature are shown in Section 3.2.

2.3 Survey

Although the previous stages of systematic literature analysis through snowballing, combined with the systematic review of grey literature, can already add value to this research (Runeson and Höst, 2009), we have decided to expand the data source by conducting a survey with experts.

In this stage, the objective was to identify, using an exploratory qualitative approach, the understanding of the use of proposed software architectures from interviews with industry practitioners. Qualitative research denotes a type of research that produces results not resulting from statistical or other quantifiable procedures, but that qualifies the phenomenon under investigation (Corbin and Strauss, 2008). Studies of this nature refer to research about people’s lives, experiences, behaviors, emotions, and feelings, as well as organizational functioning, social movements, cultural phenomena, and interactions between people (Corbin and Strauss, 2008). Thus, qualitative research involves the interpretation of the subjects studied, examining things in their natural settings in an attempt to interpret the phenomenon based on the accounts provided by the research participants (Taylor, 2005).

For the field study, the survey method was used, which, based on the theme of this research, employed a questionnaire that was administered to participants during interview sessions. The questionnaire was designed in a way that the questions would result in answers that add value to this work and that they were also engaging, so that people would be more inclined to provide complete and accurate responses if they could see that the study’s results would likely be useful to the community. The basis for formulating the questions proposed to the interviewees came from the analysis of the results of the methodologies applied in previous steps of this same research.

Additionally, in order to propose an instrument of value for a representative sample, a pilot test was conducted with the initial interviewees. This allowed for the identification of issues with the questionnaire as well as the follow-up rate procedure. The pilot test was also useful in contributing to the assessment of reliability (Singer et al., 2008).

2.3.1 Interview Process

Semi-structured interviews were conducted following the guidelines associated with Software Engineering (Hove and Anda, 2005) with 7 participants who accepted the invitation. The interviews were conducted, transcribed, and analyzed by the author of this study. For the interviews, questions were formulated based on the results of previous methodological steps. All participants were asked the initial set of questions; however, as is common in semi-structured interviews, new questions emerged during the interviews based on specific responses. This allowed the participants to freely express their perceptions and opinions.

1https://www.google.com/
3 RESULTS ANALYSIS

This study employed the snowballing methodology for the systematic collection and analysis of academic data, expanding the sample through citations and references from initial studies to gain a broader understanding of the field (Wohlin, 2014). It also incorporated an analysis of grey literature, including non-commercial sources, for a more comprehensive view (Garousi et al., 2019). Moreover, a survey with software development professionals was conducted to gather their perceptions and opinions, complementing the theoretical evaluation with practical insights. Together, these methods provided an in-depth understanding of the use of software architectures under study.

3.1 Snowballing

For the systematic study using the snowballing technique, the initial selection of articles was extracted from the Association of Computer Machinery (ACM) - Digital Library and IEEE Xplore databases. To achieve this initial selection, the previously cited search string was employed, with filters being applied according to predefined inclusion criteria. As a result of this process, a total of 41 articles was identified. Of these, 28 were from ACM and the remaining 13 were from the IEEE Xplore database. All abstracts of these articles were carefully read and analyzed.

After analyzing the abstracts, 29 articles from the initial list were excluded. The main reason for the removal of these articles was that their themes were not aligned with the main focus of this research. Additionally, some articles were excluded based on the previously established inclusion and exclusion criteria. This resulted in a total of 12 articles that were selected for the first iteration of the snowballing review process.

The execution of the initial snowballing search enabled the acquisition of 12 articles that were analyzed to extract the advantages and disadvantages present in monolithic and microservices architectures. This identification and categorization work was essential to deepen the understanding of these two architectures and provide a solid foundation for the main objective of this research.

One of the main points of interest of this study is to understand how the adoption of microservices architecture can lead to a longer software development time.

It is important to emphasize that this research does not intend to offer a definitive or exhaustive view, but rather to provide a starting point for a more in-depth discussion on the topic. Each disadvantage presented below represents a characteristic that should be carefully considered by development teams and decision-makers when evaluating the adoption of microservices architecture in their projects.

After the initial selection of articles and analysis of their contents, the iteration process began, involving the use of backward and forward snowballing techniques. This approach allowed for the inclusion of 14 additional articles to the initial set, resulting in a significant increase in information sources for the research (see Table 1).

### Table 1: Final selection of articles by Snowballing.

<table>
<thead>
<tr>
<th>ID</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>(Krysk et al., 2022)</td>
</tr>
<tr>
<td>S2</td>
<td>(Gos and Zakarias, 2020)</td>
</tr>
<tr>
<td>S3</td>
<td>(Videček and Bobek, 2022)</td>
</tr>
<tr>
<td>S4</td>
<td>(Bahar et al., 2022)</td>
</tr>
<tr>
<td>S5</td>
<td>(Gödešci and Vareol, 2022)</td>
</tr>
<tr>
<td>S6</td>
<td>(Veit and Mitterer, 2023)</td>
</tr>
<tr>
<td>S7</td>
<td>(Almahrouk and Perret, 2019)</td>
</tr>
<tr>
<td>S8</td>
<td>(Alnaser et al., 2017)</td>
</tr>
<tr>
<td>S9</td>
<td>(Blau et al., 2022)</td>
</tr>
<tr>
<td>S10</td>
<td>(Wei et al., 2021)</td>
</tr>
<tr>
<td>S11</td>
<td>(Talha et al., 2019)</td>
</tr>
<tr>
<td>S12</td>
<td>(de Oliveira Reina et al., 2020a)</td>
</tr>
<tr>
<td>S13</td>
<td>(Salit et al., 2023)</td>
</tr>
</tbody>
</table>

The added articles underwent detailed analysis, during which the main points related to the disadvantages of using microservices were extracted. Notably, already in the second iteration of the snowballing process, no new disadvantages beyond those previously listed were identified, suggesting a saturation of information on the topics of interest.

Given that subsequent iterations did not produce new information, it was decided to conclude the iterations proposed by the snowballing. This decision was based on the assessment that further iterations would not bring significant new data, and that the time and resources invested would be better used in analyzing the data already collected.

The 26 articles selected for the research were read in full to ensure a complete understanding of their content and the context in which they were written.

Regarding the disadvantages associated with the use of microservices architectures, a complete list of all identified disadvantages, as well as the frequency of their occurrences in all analyzed articles, is available in Table 2. This table provides a comprehensive view of the perceptions and experiences reported in the literature on the use of these architectures.

In the analysis of the results obtained through the snowballing process, several challenges associated with the implementation of microservices architecture that can impact software development time.
Table 2: Disadvantages associated with the use of microservices.

<table>
<thead>
<tr>
<th>Disadvantages</th>
<th>Quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Operational complexity</td>
<td>20</td>
</tr>
<tr>
<td>Initial cost of adoption</td>
<td>12</td>
</tr>
<tr>
<td>Data consistency challenges</td>
<td>11</td>
</tr>
<tr>
<td>Network overhead</td>
<td>9</td>
</tr>
<tr>
<td>Increasing complexity of DevOps</td>
<td>9</td>
</tr>
<tr>
<td>More complex monitoring</td>
<td>5</td>
</tr>
<tr>
<td>Communication challenges</td>
<td>4</td>
</tr>
<tr>
<td>Debugging difficulties</td>
<td>4</td>
</tr>
<tr>
<td>Versioning difficulties</td>
<td>4</td>
</tr>
<tr>
<td>Challenging security standards</td>
<td>4</td>
</tr>
</tbody>
</table>

were identified. Operational complexity is one of the main issues, as the multiplicity of autonomous services requires intensive management and coordination, increasing the workload.

Other notable challenges include the initial cost of adoption, which involves acquiring specific technical skills and implementing new tools and processes. Additionally, data consistency is a recurring obstacle, as each service manages its own database, leading to data fragmentation and making it difficult to maintain consistency. Network overhead is also a significant challenge, as constant communication between services can result in latency and degraded performance.

Increased complexity in DevOps, communication challenges between services, difficulties in debugging and versioning, as well as challenging security standards are other obstacles that can prolong the software development cycle. Despite the benefits of microservices architecture, such as scalability and flexibility, it is crucial for organizations to be aware of these challenges and be prepared to manage them effectively. The decision to adopt this architecture should therefore be carefully weighed, considering both the potential benefits and inherent challenges.

3.2 Grey Literature

The results obtained from internet blog searches totaled 90 articles. Among these articles, 68 were obtained from Medium blogs, 1 from Site Point, 6 from Geeks For Geeks, 1 from freeCodeCamp, 13 from DZone, and 1 from the Stack Overflow blog.

For the selection of articles according to the inclusion and exclusion criteria, the texts were read and the disadvantages mentioned by them were classified. As some of the blogs contained a large number of results, this classification of the disadvantages of using microservices architecture was useful for generating a knowledge base on these, which showed that the industry has a comprehensive perception of the problems related to the use of this architecture. The final number of selected texts was 27 articles, according to the proposed exclusion criteria. Among these articles, 20 were obtained from the Medium blog, 1 from Site Point, 2 from Geeks For Geeks, 1 from freeCodeCamp, 3 from DZone, and none from the Stack Overflow blog, as seen in Table 3.

Similarly to what was found in academia with the use of snowballing, the study of the selected texts by analyzing the grey literature reveals a series of challenges associated with the implementation and use of microservices architecture. These challenges, although varying in degree and complexity, highlight the inherent difficulties of this architecture and the issues that need to be considered when adopting it.

First of all, complexity in implementation and maintenance is cited in 25 of the analyzed texts. This challenge is due to the fact that microservices architecture involves the creation and management of multiple independent services, each with its own lifecycle. This can lead to significant complexity both in the implementation phase and in the maintenance of these services.

Secondly, challenges in managing distributed state are mentioned in 18 of the texts. This problem arises because, in a microservices architecture, the application state is generally distributed among various services. This can make managing the application state complex and prone to errors.

Furthermore, difficulties in deploy automation and configuration are mentioned in 13 of the texts. Automation is essential for efficiently managing the large number of services in a microservices architecture. However, automation can be difficult due to the complexity and diversity of the services.

Additional infrastructure costs, cited in 12 of the texts, are also a concern. As each service in a microservices architecture is usually run in its own environment, this can lead to increased infrastructure costs.

Table 3: Results from the grey literature review.

<table>
<thead>
<tr>
<th>Site</th>
<th>Results</th>
<th>Selected</th>
</tr>
</thead>
<tbody>
<tr>
<td>Medium</td>
<td>68</td>
<td>20</td>
</tr>
<tr>
<td>DZone</td>
<td>13</td>
<td>3</td>
</tr>
<tr>
<td>Geeks For Geeks</td>
<td>6</td>
<td>2</td>
</tr>
<tr>
<td>Site Point</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>freeCodeCamp</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Stack Overflow blog</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>
Other issues identified in the texts include increased network latency due to communication between services (11 texts), the need to deal with a variety of technologies (11 texts), difficulties in conducting comprehensive and effective testing (11 texts), security challenges arising from the complexity of the microservices architecture (8 texts), the need for an entry point system to facilitate communication and control between services (3 texts), the lack of adequate training for development teams (2 texts), and challenges in managing and controlling code versioning (2 texts).

The distribution of these issues can be visualized in Table 4. This provides a comprehensive view of the challenges associated with microservices architecture and can help guide future research and practices in this field.

Table 4: Problems found in the grey literature review with the use of microservices architecture.

<table>
<thead>
<tr>
<th>Listed Problems</th>
<th>Quotes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Increased network latency due to communication</td>
<td>11</td>
</tr>
<tr>
<td>Management and control of code versioning</td>
<td>2</td>
</tr>
<tr>
<td>Need for a point of entry system</td>
<td>3</td>
</tr>
<tr>
<td>Lack of adequate training for teams</td>
<td>2</td>
</tr>
<tr>
<td>Difficulty in automating deploy</td>
<td>13</td>
</tr>
<tr>
<td>Need to deal with diversity of technologies</td>
<td>11</td>
</tr>
<tr>
<td>Security challenges arising from complexity</td>
<td>8</td>
</tr>
<tr>
<td>Additional infrastructure costs</td>
<td>12</td>
</tr>
<tr>
<td>Challenges in distributed state management</td>
<td>18</td>
</tr>
<tr>
<td>High complexity in implementation and maintenance</td>
<td>25</td>
</tr>
</tbody>
</table>

3.3 Survey

In this study, semi-structured interviews were conducted to collect qualitative data on developers’ perceptions and experiences with microservices and monolithic architectures. The seven respondents represent a variety of roles, experiences ranging from 3 to 16 years of experience (avg. +8 years), and industry sectors (such as ERP development, travel and others), providing a comprehensive insight into the subject.

The analysis reveals that both types of architecture have their advantages and disadvantages. Microservices architectures, while more complex, offer greater scalability and ease of maintenance, especially in large and complex projects. However, they can result in longer development times, particularly in the initial stages or in less complex projects. On the other hand, monolithic architectures are easier to develop and test due to their simplicity and centralization but can become more challenging to manage in larger and more complex projects.

The respondents agree that the choice of architecture depends on several factors, including the complexity and size of the project, as well as the skills and experiences of the developers. Moreover, the organization and management of the project may be more relevant to the success of the development than the choice of architecture itself. Therefore, the choice of architecture should be based on a careful assessment of the project’s needs, organizational context, available resources, and team experience.

3.4 Threats to Validity

Any findings and insights from this study are limited by the nature of the sub-studies of which it is composed. Each study has associated limitations, but some of these are more generally applied.

First, this study could have been submitted to the research bias, where the researcher expects a result and thus interprets findings from this perspective. This study has put in practice techniques which reduce this bias, such as multi-author analysis and discussion of results.

Given that this study has made use of interviews, recordings and transcriptions, there is the limitation towards transcription of interviews and interpretation of responses by the researcher. This is mitigated by the scientific procedures adopted, but cannot be fully eliminated.

It is important to remark that our study involved interviews with only seven experts in the field. While this number may seem modest, the depth and breadth of insights provided by these seasoned specialists significantly enrich our research. Their extensive experience and profound understanding of software architectures lend our findings a depth that might not be achievable through larger, less specialized participant pools. This approach underscores the quality over quantity principle, ensuring our conclusions are both informed and nuanced.

Furthermore, the rapidly evolving field of software architecture means our results might be context-bound or lose relevance over time. Recognizing these limitations is crucial for a balanced understanding of the study’s scope and applicability.

4 CONCLUSION

The research conducted in this study provided a comprehensive analysis of microservices and monolithic architectures, considering their advantages and disadvantages and how the choice between them can impact software development time. The results ob-
tained through snowballing methodologies, grey literature, and surveys with industry professionals indicate that while microservices architecture offers significant benefits in terms of scalability, flexibility, and fault isolation, it also presents challenges that can lead to an increase in development time.

The challenges associated with microservices architecture, such as operational complexity, initial adoption cost, data consistency challenges, network overhead, and increased DevOps complexity, require careful management and may demand significant time and resource investment. However, for large and complex projects, microservices may be the better option, offering advantages that outweigh the disadvantages.

This research contributed to the existing literature by providing a detailed view of the implications of architectural choice on software development time. The findings reinforce the need for a thorough assessment of the project’s needs and available resources before deciding between microservices and monoliths.

4.1 Future Works

In relation to future works, it is recommended to continue the investigation into microservices and monolithic architectures, with a particular focus on optimizing development time and mitigating identified challenges. Further research could explore strategies and tools that facilitate the transition from monoliths to microservices, as well as practices that promote efficiency in the development and maintenance of microservices-based architectures.

Another area of interest is the development of frameworks that automate aspects of microservices development, reducing operational complexity and speeding up the development cycle. Moreover, detailed case studies in different industry contexts could provide practical data on how companies are addressing the challenges associated with each architecture and which solutions are proving effective.

Finally, future research could focus on the education and training of developers to work with microservices, identifying essential skills and creating educational materials that better prepare professionals for the challenges of this architectural paradigm.
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