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Abstract: Logs are used in programming for various purposes, ranging from failure analysis to software comprehension. However, the processing of logs is hindered by the lack of structure in the logs, the required domain knowledge for interpretation, and a lack of tooling. In this paper, a novel approach that includes structured log generation and rule-based log analysis is presented. Targeting state machine-governed systems, the approach relies on developers’ knowledge during design time to allow hierarchical grouping of logs and standard visualization of the logs during the analysis. This allows automated failure diagnosis and localization without full system-wide domain knowledge as well as providing a historical context of the system during a failure event. To better evaluate the effectiveness of the approach, two use cases, namely a Virtual Coffee Machine (VCM) and an Automated Mobile Robot (AMR) are showcased and analyzed.

1 INTRODUCTION

As the complexity of systems evolves, so does the hustle and effort needed to identify the cause of a failure. When a run-time failure occurs, the developers mostly turn to the log files to try to debug and understand where such issues come from. The developer knows or has an idea of where to look; however, going through the logs manually can be cumbersome.

Log data in the form of execution logs, is used for various purposes, such as issue analysis, system verification and improvement, test development, and company decision-making (He et al., 2021; Yang et al., 2023). However, the semi-structured or fully unstructured nature of the log entries leads to many challenges during software development and log analysis. These include the challenge of parsing and interpreting log entries, the challenge of locating faults in full system logs where combined domain knowledge is required, as well as frequent software updates that include logging statement changes (He et al., 2021; Yang et al., 2023).

When it comes to controlled systems, the state machine is one of the major system’s functional implementations for describing how the system operates. Normally, a state-machine-governed system relies on a finite set of states, transitions between these states, and a set of rules, conditions, or simply events to transition from one state to another (Wilson, 2016). As the system becomes more complex, ensuring the accuracy and consistency of the logs across distributed components of the system is still an issue (He et al., 2021).

Multiple studies and software tools try to answer the questions of what, where, and how to log to tackle these challenges (He et al., 2021). LogEnhancer (Yuan et al., 2011) and the tools developed in (He et al., 2018; Li et al., 2018; Liu et al., 2021) automatically add and suggest relevant log data and properties for existing log statements, while LogAdvisor (Zhu et al., 2015), Errlog (Yuan et al., 2012) and Log20 (Zhao et al., 2017) analyze existing source code patterns and code execution to find the optimal locations for new logging statements. In addition to that, the approaches in (Cinque et al., 2013) and part of Errlog (Yuan et al., 2012), analyze source code and identify coding patterns to which log statements can be added.
Regarding the state-machine-governed log analysis, the approaches such as log differencing by (Tsoni, 2019), testing Real-Time Operating System (RTOS) (Shi et al., 2011), rule-based penetration detection (Ilgun et al., 1995), service behavioral analysis (Goldstein et al., 2017), and SALSA (Tan et al., 2008) leverages state machine models for describing the system behavior from logs and then further it with log analysis. Although this is the case, there was no support for log formalization whatsoever.

According to (Yang et al., 2023), it is not clear why these tools are not yet fully utilized in common practice. While the exact reason is not yet clear, it is reported in the literature that the success of automated tools can be highly dependent on the structure of the logs being analyzed. In addition to that, these tools still require some extra tooling or pre-processing for them to reach a high degree of accuracy (Zhu et al., 2015; Hamooni et al., 2016; Sedki et al., 2023; Zhang et al., 2023).

In this paper, a structured log generation approach and a rule-based multi-level log analysis approach are presented and tested. The approach directly addresses one of the biggest challenges in the log generation and analysis domain: log-based system fault localization in a complex application with multi-disciplinary expertise involved. This challenge is significant for systems consisting of software and hardware (e.g., embedded control of physical systems) (Yang et al., 2023), where the expertise of the different developers can be very different.

The novel approach relies on a structured logging schema and automated log statement injection mechanisms. The system generates systematically structured logs that can be analyzed on the fly. In addition to that, the LogAn analysis tool is presented. The tool relies on predefined rules to automatically parse log entries into events, perform complex event processing to distinguish expected states from unexpected state machine behavior on component and system level, provide automated dynamic visualizations, create on-the-fly queries, and filter the events to achieve high-desirable outputs.

The result of the log analysis provides a hierarchical view of the log events, abstracting code execution away on the higher levels and requiring less detailed system knowledge when analyzing the log data in a top-down approach. The presented approach allows a high degree of automation from the design phase up to the maintenance phase of state machine-governed systems. To assess the effectiveness of the proposed approach, two validation cases namely a Virtual Coffee Machine (VCM) and an Automated Mobile Robot (AMR) were used and the results are presented.

Consequently, we summarize the contribution of this paper as follows:

1. A unified logging schema is presented to guide the logging mechanism for state machine-governed systems.
2. We present a rule-based logging approach and a supporting tool able to perform log statement injection.
3. We present LogAn, an automated log analysis tool targeting state-machine-governed systems.
4. We present the results from two different experimental cases VCM and AMR to showcase efficiency of the approach as well as the capability of the supporting tool.

The remainder of the paper is structured as follows: Section 2 presents the proposed approach, covering the logging schema, log statement generation, and injection, as well as log analysis. Section 3 presents the experimental results from the two use cases, VCM 3.1 and AMR 3.2. Section 4 presents the related work, while Section 5 discusses the advantage as well as the points of improvements to be addressed in the future. Finally, Section 6 concludes the paper.

2 PROPOSED APPROACH

Our proposed approach philosophy is threefold and comprises the following main parts:

- **Unified Logging Schema**: Logging guidelines that enforce structured recording of relevant input, initial states, final states, and output values of the system’s state machine (Section 2.1).
- **Log Statement Generation and Injection**: Following the schema, log statements are inserted into the source code in an automated fashion, relying upon logging libraries to record the systems logs (Section 2.2).
- **Automated Rule-Based Log Analysis**: The generated logs are analyzed in an automated fashion thanks to an advanced rule-based log analysis tool (LogAn). In which it is possible to perform on-the-fly filtering, visualization, and debugging (Section 2.3).

2.1 Unified Logging Schema

The overall behavior of the controlled system can be described in different ways, namely state machine-based behavior and client-server-based behaviour.
These descriptions are not mutually exclusive and put a different focus on relevant data and operational goals. In this paper, we are interested in state-machine-governed systems.

### 2.1.1 State Machine Theory

A state machine is governed by a set of states, transitions between these states, and a set of rules, conditions, or simply events to dictate how a transition from one state to another occurs (Lee and Yannakakis, 1996). The state machine can be mathematically represented as follows:

\[
SYS = < T, X, Q, \delta, Y, \lambda > \tag{1}
\]

In the above equation, the state set \( Q \) is defined as a list containing tuples of state variables (e.g., the water temperature and water level). Likewise, we define the input set \( X \) as a list of all possible system inputs (e.g., a sensor reading or a user input signal). At a certain time \( T \), a certain input or sequence of inputs will trigger the state machine. This is called an input segment \( \Omega \). Given the input set and the state, the system will transition to a new state, formalized by means of the transition function \( \delta \). Concerning the outputs of the system, we define the output set \( Y \) and the output function \( \lambda \). The output set \( Y \) is a list of all possible system outputs (e.g., the actuation of a heating element). The output function \( \lambda \) defines which output (of the output set) will be set when the system is in a certain state \( Q \).

### 2.1.2 State Machine Logging

Given the theory provided (see Section 2.1.1), the focus in this schema lies on logging relevant inputs, states, transitions, and outputs, which are essential to identifying the current state of the state machine’s behavior. Table 1 presents the logging schema of the state-machine behavior.

<table>
<thead>
<tr>
<th>Statement</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \delta(q, \omega) ) \in ( \delta )</td>
<td>The triggered (new) state (SMNS)</td>
</tr>
<tr>
<td>( \lambda(q) ) \in ( \lambda )</td>
<td>The state output (optional) (SMOU)</td>
</tr>
</tbody>
</table>

The \( \text{Output} \) in Table 1 are indicated as optional for multiple reasons as they are coupled to the states of the state machine by the output function \( \lambda \). An example of an implementation of the logging schema is shown in Listing 1. In this example, it is assumed that the default variables from Table 2 are already known and logged by the “log” service.

```
int stateMachine(int inp1, float inp2, float* outp1) {
    int state1;
    log(SMIN, inp1, inp2);
    log(SMCS, state1);
    ... // includes state machine code, adapting state
    int ret = 32; // assign return value
    ... 
    log(SMNS, state1);
    log(SMOU, ret, "outp1");
    return ret;
}
```

### 2.2 Log Statement Generation and Injection

The log statement generation and injection approach involves adding logging statements at the start and end of a function. The injected log statements follow the schema discussed in Section 2.1 which includes relevant inputs, initial states, final states, and output values. This information is fundamental to the interpretation of state-machine behavior. As explained later in Section 2.3, this set-up ultimately enables automated hierarchical grouping of the log data/function calls and classification into known and unknown system behavior.

#### 2.2.1 Log Entries Definition

The log statement generation approach starts with the formal definition of all of the possible log entries. In

---

**Table 2: Proposed logging variables for controller software.**

<table>
<thead>
<tr>
<th>What</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>Timestamp</td>
<td>Timestamp the logging statement was executed</td>
</tr>
<tr>
<td>Severity</td>
<td>Severity of the logging message (DEBUG, INFO,</td>
</tr>
<tr>
<td></td>
<td>WARNING, ERROR, etc.)</td>
</tr>
<tr>
<td>Component ID</td>
<td>An identifier grouping relevant functions (file</td>
</tr>
<tr>
<td>Function ID</td>
<td>Name of the function in which the logging state-</td>
</tr>
<tr>
<td>Object ID</td>
<td>(Optional) identifier of the object (instance of</td>
</tr>
<tr>
<td>Thread ID</td>
<td>(Optional) ID of the thread from which the logging</td>
</tr>
</tbody>
</table>

---

**Table 1: Proposed logging schema of the state-machine behavior.**

<table>
<thead>
<tr>
<th>Statement</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \delta(q) ) \in ( \delta )</td>
<td>The current state (SMCS)</td>
</tr>
<tr>
<td>( \omega ) \in ( \Omega )</td>
<td>The state input (SMIN)</td>
</tr>
<tr>
<td>( \lambda(q) ) \in ( \lambda )</td>
<td>The state output (SMOU)</td>
</tr>
</tbody>
</table>

---

**Listing 1: Logging schema implementation example.**

```c
int stateMachine(int inp1, float inp2, float* outp1) {
    int state1;
    log(SMIN, inp1, inp2);
    log(SMCS, state1);
    ... // includes state machine code, adapting state
    int ret = 32; // assign return value
    ... 
    log(SMNS, state1);
    log(SMOU, ret, "outp1");
    return ret;
}
```
our case, each log entry is made of the system controller and state machine behavioral data. In doing so, the basic format is shown below:

```
timestamp [severity] {source}[threadID] SMData
```

In the expression above, the `{source}` part is defined as the combination of the component ID and function ID (Refer to Table 2). The expression is defined as in the expression below:

```
componentID.functionID
```

To satisfy the logging of `SMData`, four different log entries should be defined to reflect the four main variables as defined in the schema 2.1. They include log entries to report the inputs, initial state, end state, and output values of the relevant functions. The recording of `SMData` entry is made as a "key:value" fashion with the log message as key and the event type as the value (See in Table 3). The definitions are then stored in a header file for further automated processing.

```
Table 3: SMData entry format.

<table>
<thead>
<tr>
<th>Log message</th>
<th>Event type</th>
</tr>
</thead>
<tbody>
<tr>
<td>&quot;inputs received: %s&quot;</td>
<td>FuncInputsRec</td>
</tr>
<tr>
<td>&quot;initial state: %s&quot;</td>
<td>FuncInitState</td>
</tr>
<tr>
<td>&quot;end state: %s&quot;</td>
<td>FuncEndState</td>
</tr>
<tr>
<td>&quot;returns: %s&quot;</td>
<td>FuncReturn</td>
</tr>
</tbody>
</table>
```

### 2.2.2 Log Statement Generation and Injection

The log statement generation is done thanks to a custom text-to-text transformation that translates the log entries into injectable source code. Currently, C++ source code types are supported. The transformation takes the custom log entry files and translates each log entry line into the corresponding log statement code. In doing so, it takes into account the boilerplate code related to log statement formatting, adding the timestamp, logging level, and so on (e.g., class and function/method name) to the log entries from Table 3.

When the log statement generation is done, the generated source file is then passed to a custom ANTLR/Python to automatically insert the log statements into the source code. The functions that need to be provisioned with log statements are those that handle the state transitions and the outputs of the state machine. It depends on the exact implementation of the state machine—if this is one single function or if the functionality is split over multiple functions.

An example of the log statements that are added to the source code is provided in Listing 2. The function passes on the message ID, e.g., "INPREC" for the "inputs received" message, and the relevant data, inputs, states, or outputs, while the logger class in the example adds the additional information of timestamp, source, and thread ID to complete the log entry in the format shown in Table 3.

Fully automating the injection of log statements can be difficult and highly dependent on the structure of the state machine code itself. It is recommended to use state-machine automated code generators, for instance, Simulink StateFlow\(^1\) to generate the state-machine code. The tool is aware of which inputs, states, and outputs are key to the state machine and has pre-defined templates for implementing them.

Listing 2: An example of the generated log statements.

```python
# State machine function
def __SM(self):
    logger.LOG_MSG(self.__logger, "INPREC", "i1_start=" +str(self.i1_start)+"; i2_num="+str(self.i2_num))
    logger.LOG_MSG(self.__logger, "STATEINIT", "SM_state="+str(self.__SM_state))

    ... # state machine code (updating self.__SM_state)
    logger.LOG_MSG(self.__logger, "STATEEND", "SM_state="+str(self.__SM_state))
    logger.LOG_MSG(self.__logger, "RETURN", "oi_num="+str(self.oi_num))
```

### 2.3 Log Analysis

The general workflow for log analysis consists of parsing the log entries into low-level code execution events and condensing this information in a hierarchical, multi-step approach towards high-level events that can be interpreted at a system-wide level, requiring limited implementation or domain knowledge. Every step requires limited expertise to implement, comparable to the expertise that is already required for implementation.

Figure 1 depicts the high-level view of the automated analysis which is divided into five main steps namely (1) log entry events from text, (2) function calls from log events, (3) state changes from function calls, (4) state machine cycles from state changes, and (5) identification of known or unknown cycles.

In the first step, the log entries, generated by the log statements described in section 2.3, are parsed to extract all of their properties, including their source, e.g., component and function ID, and state machine-specific properties: inputs, states, and outputs. The parsing rules are fixed and only depend on the exact logging scheme chosen in the implementation of the log statements, such as the one given in Table 3.

In step two, the events attributed to one function execution, combining the log entries from the start

\(^1\)https://www.mathworks.com/products/stateflow.html
and end of the function execution, are grouped into function call events. This is done by matching the source of the entry as well as the thread ID. The properties of these newly generated events contain function inputs, initial states, end states, and outputs.

In step three, the function call events are then parsed to extract state transition events. The rules for identifying a state transition depend on the specific implementation of the state machine. If external software is used to automatically generate the code from design file specifications, the same tool can be inferred to deduce rules for identifying state transitions from function executions.

In the next step, step four, state machine cycle events are identified. A state machine cycle is a list of state transitions that starts at one of the starting states and ends at one of the ending states. These starting and end states need to be provided by the state machine designer. Typical examples of such states are the idle, error, or reset states. These state machine cycles are identified from the state machine transitions from analysis step 3, but they are also linked to the state machine cycles of the components on which the state machine depends.

So in the example shown in Figure 1, the state machine cycles of component C3 are also linked to the state machine cycles of components C1 and C2. This linkage means that the log processing in step 4 is repeated hierarchically, following the same dependencies as the actual code does. Both the starting and end states, as well as these interdependencies, are required information that is likely available from project design files.

In the final step, step 5, known state machine cycles are identified. These are cycles that are expected based on system behavior, but they could also be cycles that were not known at design time but identified later on from early testing or bug reports from clients. Identification of a known cycle can be done by inspecting the trajectory of states and state transition times within a state machine cycle event. However, the additional system-dependent information from step 4 can also be used to this end.

For each known cycle, a clear description must be provided that is understandable using only system knowledge and not implementation knowledge. Similar to step 4, in a system with multiple linked components, these known cycles can also be defined for every component. During the log analysis phase, these can then again be hierarchically combined.

The state machine cycles, which are not identified as known cycles, are thus automatically classified as unknown cycles and require attention by the development team. Either they indicate a fault or the cycle was not yet correctly identified as a valid cycle. When the reason for this behavior has been found, it can either be fixed or it can be added as a new known cycle for future log processing. The known and unknown cycles are shown in Figure 1 with check marks, together with an ID number linked to its description, and cross marks.

The different levels of information contained in the created events are listed in Table 4.

### 2.3.1 LogAn Tool

For the log analysis, the LogAn tool is proposed which implements the automated logic explained above. LogAn automatically converts log entries from text files to events. Secondly, it provides a visualization of the events as a function of time. Thirdly, it provides a graphical user interface (GUI) for creating more complex search patterns. Lastly, it provides a
Table 4: Information stored in the different events from Figure 1.

<table>
<thead>
<tr>
<th>log entries</th>
<th>function calls</th>
<th>state transitions</th>
<th>state machine cycles</th>
<th>known cycles</th>
</tr>
</thead>
<tbody>
<tr>
<td>- timestamp</td>
<td>- start and end time</td>
<td>- timestamp</td>
<td>- start and end time</td>
<td>- timestamp</td>
</tr>
<tr>
<td>- source, thread ID</td>
<td>- state machine ID</td>
<td>- source, thread ID</td>
<td>- state machine ID</td>
<td>- state machine ID</td>
</tr>
<tr>
<td>- inputs OR outputs OR state</td>
<td>- inputs, outputs, initial state, and end state</td>
<td>- inputs, outputs, initial state and end state</td>
<td>- inputs, outputs, initial state and end state</td>
<td>- inputs, outputs, initial state and end state</td>
</tr>
</tbody>
</table>

Taking reference from Table 3, the system’s function calls are automatically extracted based on log entries with FuncInputsRec and FuncReturn event types. This generates new grouped events for further processing. The log entries FuncInitState and FuncEndState can be optionally presented in between these to report state variables and changes to them.

The query that can be used to detect this chain of events is programmed using the GUI provided by LogAn, as shown in Figure 2. Note: in the query, the log entry’s source and thread ID are checked to make sure they originated from the same function call.

The visual helps in grouping the statements logically together and showing their causal connections. The state transition is dependent on the exact implementation of the state machine. Taking an example of a system in which the state transitions are handled by a single function that changes the state of one variable. A very simple query to detect state transitions can be written as in Listing 4.

Listing 4: State transition query example.

```sql
select * from pattern[(every(EFuncCall(InitStateValues!=EndStateValues)))]
```

Where:

- EFuncCall: Events generated in step 2
- InitStateValues: Initial state values
- EndStateValues: End state values

In the above equation, when a match is found, a new state transition event is generated, which needs to be linked with a specific state machine. This mapping of matches on function calls to state machines also needs to be provided by the developer.

The state machine cycles consist of transitions from starting to ending states. To achieve this, a pattern must be specified to look for all state transitions for the given state machine ID that has an initial state that matches one of the provided starting states, after which it will look for all other state transitions until one contains an end state as the final state. When this query matches, it will generate a new state machine cycle event with a list of transitions, together with their timings, as properties.

In addition to state transition events, the queries allow for the collection of other events that occurred before or during the state machine cycle events. This allows for the collection of other, potentially more unstructured, data that provides additional information on the system. The first use of this ability is to collect state machine cycles of sub-components.

An example of this would be C3 from Figure 1: the C3 state machine cycles also collect the state machine cycle events of C1 and C2. The identification of the known state machine cycles, and thus also the unknown ones, is very application-dependent, but mainly, it consists of matching the state machine trajectory to trajectories, matching specific system behavior. This can be defined in LogAn by matching every state machine cycle event and checking the list of states for the correct one.
3 EXPERIMENTAL RESULTS

The new method can be applied to systems, including software, largely governed by state machine behavior. While many, if not all, systems can be described using state machines, the method from this paper is most effective for state machines with many possible paths to traverse, whereby the transitions are heavily influenced by inputs. To better evaluate the effectiveness of the approach as well as the supporting tool, two different experimental cases, namely "Virtual Coffee Machine (VCM)" (Sec 3.1) and "Autonomous Mobile Robot (AMR)" (Sec 3.2) are showcased and analyzed.

3.1 CASE 1: Virtual Coffee Machine

3.1.1 Setup

A Virtual Coffee Machine (VCM) was implemented to validate the approach based on our knowledge of how a hardware plant is controlled by a software controller would operate. The controller logic consists of multiple nested state machines. This results in the system software consisting of five main components: one is the overall system controller, one sub-component is responsible for checking for sufficient supplies of beans, water, cups, and trash space, while the three other sub-components control the cup handler, the bean grinder, and the combined water heating and pouring. The state machine logic is visualized in Figure 3. In addition, the start and end states are highlighted, and the trajectories of two known cycles are indicated by grey arrows.

For the test setup, only two known cycles are included: one cycle occurring when a coffee is successfully made and one cycle occurring when the coffee machine runs out of beans. These cycles are indicated by the trajectory arrows in Figure 3.

In addition to the virtual coffee machine, a virtual operator/user is created. This operator tries to get 20 coffees. When the operator is not able to get coffee, she/he will check the beans, water, cups, and trash to make sure everything is okay before trying one more time. This amount of coffee makes sure that all of the coffee machine supplies will run out at least two times.

To test the efficacy of the approach for issue localization, 2 artificial bugs are studied:

• **BUG 1**: The bean sensor logic returns a random value. The user will sometimes have to try multiple times to get a coffee.

• **BUG 2**: The sub-component, responsible for checking for sufficient supplies, skips all of its steps to check them and instead always returns successfully. To the user, the coffee machine operates normally when all supplies are full.

3.1.2 Results

In this section, each of the bugs mentioned in section 3.1.1 will be discussed individually.

For the normal run, the log file contains 6000 log entries, which, in the log analysis steps 2-4, are translated respectively into 1500 function call events, 350 state transition events, 24 state machine cycles for the system state machine, and 24 state machine cycles for the sub-component state machine. The final step 5 of the log analysis results in the identification of 20 cycles of normal behavior (for both components) and 2 cycles for both components, indicating that the coffee machine has run out of beans.

These numbers already illustrate the information compression using this hierarchical way of working. The system analyzer can now immediately identify that the coffee machine has operated 20 times successfully and failed to deliver coffee two times due to the machine running out of beans. Two other cycles are unknown and should be investigated.

The unknown state machine cycles occur not only at the system but also at the sub-component level. The state machine cycle event of the sub-component reveals that the sub-component goes into an error state when checking for water and trash space availability. Additionally, from a system perspective, these unknown cycles happen after 10 and 12 successful coffees.

**BUG 1: Random Behavior of the Bean Sensor:**

In this case, the intermittent or random behavior of the bean sensor leads to a suspiciously high amount of known cycles, indicating that the coffee machine has run out of beans while still also revealing successful coffee-making cycles. A screenshot of the information displayed in LogAn is shown in Figure 4. In this screenshot, the second column from the left displays...
the known cycles, indicating that the coffee machine is failing to brew coffee due to a lack of beans.

It can be seen how this happens twice in a row, which is not normal (usually the beans are refilled after a failure). This high-level information should be revealed to the system expert to consult the sub-component, the state machine cycle of which reports a high number of out-of-beans cases. This is again a difficult case for traditional log analysis methods because of the intermittent nature of the problem (Jayathilake, 2012). The method described in this work provides an immediate overview of what has happened visually to the system over a large period of time.

**BUG 2: State Machine is Largely Skipped but Returns Successfully**

The analysis results of the scenario where one of the sub-component state machines is largely skipped and always returns successfully indicated that no known state machine cycles were detected at the system level as well as for that specific sub-component level. Therefore, the fault can be easily located visually inside the sub-component, where the illegal and missing state transitions reside. This can be quickly identified visually in LogAn by the sub-component domain expert.

This is an interesting outcome, as the coffee machine itself is operating normally from a user’s point of view. So the fault is found without an actual report of failure. As a result, it is particularly difficult to recognize errors using typical log analysis approaches, because detecting missing log entries is far more difficult than identifying erroneous log entries (Tsoni, 2019).

### 3.2 CASE 2: Autonomous Mobile Robot

#### 3.2.1 Setup

The task of the robot is to create a quality service map for the private 5G network by launching network tests in different locations. Different from the Virtual Coffee Machine case, this case was meant to validate our approach by external developers. In doing so, the developer was given the logging schema, the log injection infrastructure and the LogAn tool to go ahead with log generation and analysis. In the end, with the help of our approach, the developer was able to identify different bugs (also discussed below) which helped in changing/fixing buggy code.

The setup consists of a MIR250 (Robots, 2023), together with a computer communicating with the network and running the task planner. To complete its task, the first software component analyzes a map of the area and generates optimal waypoints, taking into account the robot size and network coverage targets. An example of generated waypoints, which the robot will try to follow, is shown in Figure 5. When the list of waypoints is generated, the mission manager instructs the lower software components to follow each of the waypoints in order. Whenever a waypoint is reached, a network coverage test is started. If the waypoint is not reached, the waypoint is skipped. This state machine behavior is shown in Figure 6.

Communication between all components, including the mission manager, is done using the publish-subscribe communication protocol. The robot’s action state machine, describing the behavior of the robot as seen by the mission manager, is shown in Figure 7. We can observe that a larger state machine...
A second bug was found in the detection of missing state transitions. State transition events were present that were not part of the known cycles and had end states not matching the next state transition initial state. This revealed that the code had race condition issues related to the different execution rates of the mission manager, running at 2 Hz, and the task planner, running at 10 Hz. These race conditions affected the logging code, which was implemented in the mission manager source code, but could also potentially impact the general operation of the system.

The general feedback from the developer on the method was that the analysis and visualization in LogAn provided good, high-level context on what was happening and what had happened to the system. This is perceived as very valuable in conjunction with traditional log analysis methods for file inspection.

4 RELATED WORK

4.1 Machine Learning-Based Log Statement Generation

Zhu et al. (Zhu et al., 2015) presented a "learning to log" approach that offers recommendations on logging during development. They introduced LogAdvisor, a tool that uses machine learning and noise control to achieve high accuracy in capturing suggestions. This framework aims to reduce the effort required to make logging decisions by automatically learning typical logging practices from existing logging instances while applying them to provide actionable advice to developers. On the other hand, Liu et al. (Liu et al., 2021) proposed a learning-based approach to support developers in determining which variables to log during software development. They used a neural network to learn logging "rules" for variables and recommended which variables should be logged in a new code snippet.

Furthermore, Zhao et al. (Zhao et al., 2017) introduced Log20, which automates the placement of log printing statements in software systems without requiring domain knowledge. It uses information theory to determine the near-optimal structure of log printing statements within a given performance overhead threshold. ErrorLog, introduced by Yuan et al. (Yuan et al., 2012), enhances failure diagnosis by proactively adding appropriate logging statements into source code. While REVAL, presented by Dai et al. (Dai et al., 2022), recommends variables be logged by tagging every token in a code snippet to indicate whether it should be logged. The approach combines a pre-trained model and a graph neural network to rec-
ommend variables to log into software systems. Other approaches, such as He et al. (He et al., 2018) and Li et al. (Li et al., 2023) address the lack of guidelines and specifications on developer logging behaviors, specifically focusing on the usage of natural language descriptions in logging statements. Leveraging machine learning could be a great technique, but the fact that the recommended log statements are also unstructured would result in incoherent logs, making automated log analysis problematic.

4.2 Rule-Based Log Generation

Brown Matt (Brown, 1999) introduced an event logging and analysis mechanism that creates an event object for an application’s event, logging start time, end time, and other information. On the other hand, Yuan et al. (Yuan et al., 2011) presented LogEnhancer, which enhances existing logging code for post-failure debugging. While the aforementioned approach relies on rule-based approaches for logging, it differs from our approach in two ways: there is no support for state-machine-governed systems, and log standardization occurs right after logging rather than at design time.

Cinque et al. (Cinque et al., 2013) introduced a rule-based logging approach that improves the quality of collected logs in terms of recall, precision, and compression rate. Although this approach is closely related to ours, it does not present any means for supporting state-machine-governed systems; on-the-fly log filtering, visualization, and debugging. Finally, approaches such as Log2 Ding et al. (Ding et al., 2015), use a two-phase filtering mechanism to decide whether or not to log incoming requests, while Li et al. (Li et al., 2018) rely on existing log statements containing blocks and the content of the new logging statement to recommend the appropriate log level. However, the two approaches do not support any kind of analysis.

4.3 Log Analysis for State-Machine Governed Systems

Sofia Tsoni (Tsoni, 2019) presented a log differencing technique using state machine models inferred from execution logs. A visualization tool was implemented to make it intuitive for developers to understand what went wrong. Yilei et al. (Shi et al., 2011) presented a state machine-based log analysis method for testing embedded real-time operating systems (RTOS).

Maayan et al. (Goldstein et al., 2017) presented an approach for analyzing the state of a system by comparing service execution behavioral data exhibited from log files during different operation phases. Jiaqi et al. (Tan et al., 2008) presented SALSA, an automated system-log analysis approach that examines logs to trace control flow and data-flow execution in a distributed system and derive state-machine-like views of the system’s execution on each node. However, it does not attempt to verify whether the derived state machines correctly capture the expected behavior of the system execution.

Stearley et al. (Stearley et al., 2012) presented a state-machine-based analysis approach for tracing context in event logs of supercomputers. Ilgun et al. (Ilgun et al., 1995) presented a rule-based approach for representing and analyzing state machine flow to discover computer penetrations in real time. This discovery relies on a series of system state changes that lead from an initial secure state to a target-compromised state. On the other hand, Cook et al. (Cook et al., 2003) propose a state machine model that analyzes sensor data from dynamic processes at a facility to identify actual processes performed during a specific period of interest.

Based on the above overview, we believe that our approach is novel and unique in addressing automated log-based failure diagnosis, with a focus on state-machine-governed systems, while taking into account rule-based logging and analysis, which permits different stakeholders with varying levels of expertise.

5 DISCUSSION

The work in this paper clearly illustrates the potential of a new rule-based log analysis method, which is most effective for software exhibiting typically state-machine behavior. The following advantages are explained and demonstrated:

1. Because of the classification into known and unknown behavior and the hierarchical interpretation, the log analysis allows for the localization of the fault without detailed implementation or domain-specific knowledge.
   - An example, during the experiment, LogAn displays a high degree of suspicious amount of failures due to bean shortages, immediately indicating where the fault could be located.
   - This localization of the issue and identifying the required domain expertise is also a big need in the industry (Yang et al., 2023).

2. The log analysis results provide quality data for even higher-level, domain-specific analysis steps required to solve the more challenging bugs.
• Here, domain-specific knowledge is required, but the high-level information on the transition times provides crucial input for this further analysis.

3. The compression of information provides a good overview of the historical behavior of the system. For certain problems, this historical context can be crucial.
   • The first bug of the coffee machine test is again a good example, as the number of failed coffees compared to good coffees makes it important to find the fault.
   • The second bug that was found in the AMR test case showed occasional missing state transitions, supporting the hypothesis of a race condition.
   • This context is one of the bigger concerns flagged by the industry (Yang et al., 2023).

4. Faults in the software can be detected, even if they do not result in errors or failures.
   • The second bug in the coffee machine test, where none of the resources are being checked before brewing, is a good example. The user probably would not even report the occasional problem, as most of the time the machine works fine. However, the log analysis method immediately shows and localizes the problem here.
   • The second bug in the AMR test case is also a good example here. The race condition did not have a significant impact on the system behavior, but the software was not intended to operate with the race condition. So, a fault was detected without an error being presented.

5. The method from this work is excellent at detecting missing information.
   • In fact, the second bug in the coffee machine and the second bug in the AMR test cases are good examples of this.

6. The steps for log statement generation and log analysis are highly automated, especially when the generation of the state machine code is automated (e.g., using Simulink Stateflow).
   • This addresses a common concern about log statements needing to be updated when the source code is updated (He et al., 2021; Hamooni et al., 2016)

While the advantages in systems governed by state-machine behavior are clear, other behaviors, such as client-server behavior, will benefit less from this approach, even though their behavior could technically be described using state-machine theory. In typical client-server behavior, the server receives inputs from the client, after which multiple processing steps occur before returning a result to the client. Here, the behavior is mainly defined by the initial input from the client and not by any subsequent, intermediate external inputs. This leads to more predictable information flow as compared to systems targeted in this work.

6 CONCLUSION AND FUTURE WORK

Logging is important in software engineering as, when done correctly, it helps developers diagnose the issue precisely in case of a failure. While the logging procedure would differ from one use case to the other, systems may benefit from automated log processing and analysis if the logging is done in a well-structured fashion. In this paper, we have presented a rule-based log generation and analysis approach targeting state-machine-governed systems. Covering two different industrial use cases, the LogAn analysis tool was demonstrated to highlight its capability to perform automated log processing, analysis, visualization, and debugging graphically. As part of future work, we would like to investigate the automated generation of testable state machine code. Additionally, we plan to look into fast logging techniques, such as dynamic logging strategies mentioned in (Zhao et al., 2017) and (Ding et al., 2015), to be demonstrated and profiled in more performance limited applications. Finally, the potential synergy between the presented work and model-checking tools such as Spin and Prob (Howard et al., 2011), should be investigated.
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