SpectraNet: A Neural Network for Soybean Contents Prediction
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Abstract: Soybeans are integral to global agriculture and food production, playing a vital role in human and animal nutrition. Accurate assessment of moisture, oil, and protein contents in soybeans is crucial for various applications, including human nutrition, animal feed, and food manufacturing. This paper introduces SpectraNet, a Neural Network architecture designed for predicting soybean contents using Near-infrared Spectroscopy (NIRS) data. NIRS technology provides a cost-effective and non-destructive means of analyzing agricultural samples. SpectraNet leverages a 1D convolutional Neural Network and multiple prediction heads, demonstrating its efficacy in handling non-linearities present in spectral data. The architecture’s flexibility and adaptability contribute to accurate predictions, automatic feature extraction, and suitability for varying conditions. Comparative analysis with traditional Partial Least Squares Regression (PLSR) models reveals the superior performance of SpectraNet in predicting protein, moisture, and oil contents in soybeans. The presented methodology involves comprehensive data collection, laboratory analysis, and model training, showcasing the potential of SpectraNet for real-world applications in agriculture. The results highlight the efficiency and precision of SpectraNet, offering a valuable tool for advancing agricultural practices and ensuring soybean quality.

1 INTRODUCTION

Soybeans (\textit{Glycine max}) play a crucial role in global agriculture and food production, contributing significantly to both human and animal nutrition. Understanding and monitoring the contents of moisture, oil, and protein in soybeans are essential for human nutrition (Young et al., 1979), animal feed (Willis, 2003), and food manufacturing (Wilson, 1995).

Understanding the moisture, oil, and protein contents of soybeans is essential for ensuring the quality of the crop, facilitating effective agricultural management, and meeting the diverse needs of the food and feed industries. However, the traditional approaches are often time-consuming since it needs to be sent to a certified laboratory, and it can take up to weeks to get the results ready. By using Near-infrared Spectroscopy (NIRS) technology, the results are readily available, improving the food chain. NIRS, in particular, is widely used in various fields, including agriculture, pharmaceuticals, and environmental monitoring.

Portable Near-infrared Spectroscopy is a technology that can be used in agricultural systems, and precision agriculture, since it is cheaper than traditional analysis, non-destructive, easy to carry, and time-saving for use in many applications (Batten, 1998). It involves the measurement of interactions between electromagnetic radiation and matter, providing valuable information about the composition of substances.

Near-infrared (NIR) is used with data analysis algorithms that learn the relationship between the sample composition and NIR spectra (Zhang et al., 2022). These data often show complex relationships and non-linear patterns, making modeling difficult. However, as stated by (Ghosh et al., 2019), Neural Networks (NN) are particularly well-suited for learning and processing data from spectroscopy, as these networks can learn intricate spectral features and relationships that might be challenging for traditional analytical methods. So, the NIRS in conjoint with NN, can be used to determine characteristics like moisture, oil, and protein contents in soybean. Making it an easy to use, efficient, reliable, and cheap way of knowing soy contents without the need of a sample.
This paper presents SpectraNet, a new NN architecture which is capable of dealing with NIRS data and its non-linearities for predicting the contents of soybean with a better accuracy than the works in the known literature. SpectraNet offers a powerful and flexible approach for learning from spectroscopy data, enabling accurate predictions, automatic feature extraction, and adaptability to varying conditions. Through an empirical comparison between Partial Least Squares Regression (PLSR) model and SpectraNet, it is demonstrated the superior performance of SpectraNet in predicting soybean contents, encompassing moisture, oil, and protein.

The presented results manifest a tangible improvement in the prediction errors for all contents predictions in this work, comparing the performance of SpectraNet with the traditional PLSR model. Specifically, our approach achieved a Root Mean Square Error (RMSE) of 0.75 for protein, showcasing a notable enhancement over the PLSR model, which yielded an RMSE of 1.10. For oil content prediction, SpectraNet outperformed the traditional PLSR model, achieving an RMSE of 0.50 compared to PLSR’s 0.72. In moisture content prediction, our network excelled with an RMSE of 0.31, showcasing its superior accuracy over PLSR, which had an RMSE of 0.73.

This work is organized as follows: Section 2, describes the domain where the model applies, explains the background behind this work. Section 3 details the solution developed to approach the problem. Section 4, presents and discusses the results obtained by the developed solution, Section 5 presents related works and comparisons, and at last, Section 6 presents a closure to this work.

2 SOYBEAN NIRS DATASET

NIRS sensors are commonly used for analyzing chemical (Ortega et al., 2021) and compositional properties (Hell et al., 2016) of materials by measuring the absorption of Near-infrared light. However, differences in the optical characteristics of these sensors can introduce variability, impacting the accuracy and reliability of measurements. The Near-infrared Spectroscopy was used in portable sensors that had a wavelength in the ranges 900 nm to 1700 nm and a resolution of 10 nm divided into 256 segments.

A total of 745 soybean samples were sourced from diverse geographical locations and cultivation practices to ensure representativeness for many years (from 2020 to 2024) in Brazil. Care was taken to select samples with varying maturation stages and conditions. Prior to analysis, all samples were thoroughly cleaned and sorted to remove impurities and foreign materials, then the samples were loaded on top of the recipient for further analysis. Since many calibrations errors may occur because of changes in moisture over time, before the actual readings, samples went through weight measurement to ensure moisture content correctness.

Spectral data for each soybean sample was recorded using a Near-infrared Spectroscopy (NIRS) device, employing a portable sensor with a spectral range from 900 nm to 1700 nm and a resolution of 10 nm. Each sample was individually scanned, and the resulting spectra were recorded and stored in a dedicated database for subsequent analysis. When the soybean samples were loaded into the portable NIRS, the sample spun while the sensor took the readings about the light reflecting off the soybean, these readings resulted in spectral data presented in the Figure 1. As it can be seen, there are 2 peaks in the spectrum as well as perceivable shift variance, this spectrum is very similar to the one found in (Aulia et al., 2022).

![Figure 1: Spectral data of soybean.](image-url)
where cut off because they ended up adding more noise into the NN as well as the PLS and did not give any useful information, as it can be seen in Figure 1, so those segments where just discarded. Spectral data can have noise for various reasons (Xu et al., 2019), such as temperature, light from the ambient, incorrect calibration of the sensor and sensor optics variability can be factors that turn data gathering harder.

3 SPECTRANET

Neural Networks, because of their capability of dealing with non-linear data, are being used in many biology related fields (Almeida, 2002). Spectroscopy is not different, the data is non-linear, and because of this, Neural Networks are shown to have better results than traditional regression models. This being the reason why NN was chosen to be used on this work, since they are able to better comprehend the data.

The Neural Network in SpectraNet consists of a 1D convolutional network, since convolutional networks are best suited for working with array like data. They are shown to be, more compact, easy to train and more efficient as well as the state-of-the-art in signal processing applications given the fact that 1D CNNs can work with scarce data (Kiranyaz et al., 2021; Kiranyaz et al., 2019). Different from 2D CNNs that need big data to work properly (Schroff et al., 2015), 1D CNNs are an interesting option for spectroscopy applications since acquiring data and validating it is expensive, given the fact that the samples have to be sent to a lab for the analysis of the moisture, protein, and oil contents in the soybean.

Our CNN has as presented in the Figure 2 three preprocessing layers, the first one is Standard Normal Variate (SNV), as shown in (Guo et al., 1999) is a robust way to improve results on pattern recognition from NIR data, the second layer, is the Standard Scaler which does the same as the SNV, the difference is, that while the SNV does the preprocessing on the feature’s axis, the Standard Scaler does the preprocessing on the batch axis, and the third layer is the Gaussian Noise layer is necessary for the regularization of the data, adding some noise to the data, our parameter of noise is 0.01.

Then our CNN has the convolutional layers, the first one has an input of 1 channel the spectral data, and an output of 16 channels with kernel size 8, then our activation function, followed by a max pooling layer with kernel size and stride of 2, followed by another convolutional layer, which has input of 16 and output of 32 channels, with a kernel size of 16, with again the activation function and max pooling layer that have the same parameters as the one before.

Finally, we get to the end of the architecture which uses a dropout of 50%, and is followed by simple 2 linear layers with the Exponential Linear Unit (ELU) activation function, the last layer of the architecture consists of multiple heads, each responsible for predicting protein, oil and moisture, separately. For building the neural network architecture and defining the hyperparameters, we followed the methodology stated by (Goodfellow et al., 2016). This neural network is trained altogether, because of mass balance (Preece et al., 2017), it is easier to learn the relationship between the different contents. For example, given the spectrum of a sample with higher moisture content, considering the mass balance, the protein and oil values are lower.

Then the technique for data augmentation proposed by (Bjerrum et al., 2017) was used on the dataset. The augmentation consists of a random shift on the spectrum of the sample using the standard deviation of the dataset as the shift parameter and a random scaling by a scaling factor drawn from the same distribution, and all samples were repeated 20 times. This augmentation process was only made on the calibration dataset, and not on the validation one.

Besides the Neural Network Architecture, this work used the Huber Loss as the loss function, the Huber loss function is known for its robustness against outliers in the training dataset. Furthermore, L2-regularization was used, with the weight decay of 1e-5. For the optimizer, the Adam optimizer was used with a learning rate of 4e-5.

Calibration models were developed using multivariate regression techniques to establish relationships between the recorded NIRS spectra and the laboratory reference values. Partial Least Squares (PLS) regression, a widely accepted method for NIRS calibration, was employed. The dataset was divided into calibration and validation sets to assess model performance. The developed calibration models were validated using an independent set of samples not used during the model training phase. The performance of the models was assessed based on statistical parameters such as root-mean-square error (RMSE) and coefficient of determination (R^2) to ensure their accuracy and reliability.

In addition to the Partial Least Squares (PLS) regression, the SpectraNet model was trained using the same dataset. The dataset, consisting of the recorded NIRS spectra and corresponding laboratory reference values for moisture, oil, and protein content, was split into training and validation sets. The model and PLS algorithm were trained to learn the relationships between the input spectral data and the target
output variables:

After training the neural network model, its performance was compared with the established PLS regression models for moisture, oil, and protein content. The comparison included evaluating statistical metrics such as root-mean-square error (RMSE), coefficient of determination ($R^2$) which are presented in the results section. To assess the models’ applicability to new and unseen data, an independent set of soybean samples not used during the model training phase was employed. Both the neural network and PLS regression models were tested on this new dataset to evaluate their performance in real-world scenarios.

One limitation of our proposal comes from the inherent variability among optical sensors, since data from one sensor cannot be used for calibrating the PLSR or NN of another sensor, meaning that, for every new sensor, many samples would be needed making the process of data acquisition really time-consuming. The NN for the new sensor would need transfer learning (Torrey and Shavlik, 2010), a well-known technique for calibration transfer, around 150 samples are needed for training the new model to have an almost identical and sometimes better performance as the first NN.

4 RESULTS

In this section, we show the results of SpectraNet, in comparison with the well-known and much used PLS for predicting soybean contents (Aulia et al., 2022). This analysis aims to verify the efficacy of both methods. As explained in Section 3, we accessed these metrics using the evaluation metrics RMSE and $R^2$.

The results are summarized in Table 1 and shown graphically in the Figure 3, Figure 4, and Figure 5 the SpectraNet is more efficient than the PLS algorithm.

In Table 1, it is possible to see that SpectraNet improves the previous method for protein from an RMSE of 1.10 down to 0.75, for oil it improves from 0.72 down to 0.50, for moisture it improves hugely from 0.73 down to 0.31.

Our network has the capacity of predicting three contents at the same time, differing from the work in (Aulia et al., 2022) that only predicts protein in soybeans, even so SpectraNet has a RMSE of 0.75 for protein, and their work shows a RMSE of 1.08, Spectra only has an $R^2$ lower (0.79) because their work focuses on 3 varieties of protein, while our work has many of varieties from the entire Brazil, and their range is higher, reaching 45% of protein content.
Table 1: Comparison between the neural network model (SpectraNet) and PLS.

<table>
<thead>
<tr>
<th></th>
<th>Protein NN</th>
<th>Protein PLS</th>
<th>Oil NN</th>
<th>Oil PLS</th>
<th>Moisture NN</th>
<th>Moisture PLS</th>
</tr>
</thead>
<tbody>
<tr>
<td>RMSE</td>
<td>0.75</td>
<td>1.10</td>
<td>0.50</td>
<td>0.72</td>
<td>0.31</td>
<td>0.73</td>
</tr>
<tr>
<td>R²</td>
<td>0.79</td>
<td>0.64</td>
<td>0.80</td>
<td>0.66</td>
<td>0.98</td>
<td>0.93</td>
</tr>
</tbody>
</table>

This can explain why $R^2$ is not able to explain that much variance in the data.

As we can see in Figure 3, SpectraNet is more capable of explaining the non-linearities in the soybean protein data than PLS, and has lower error than PLS. The Figure 4 shows that the oil in PLS has a few more outliers than SpectraNet this can be seen in the comparison in Table 1 where oil has a difference in RMSE of about 0.22 and an $R^2$ difference of 0.14.

In Figure 5 moisture can be observed that once again PLS has quite a few more outliers, specially on the higher end, where samples with high moisture content are far more difficult to obtain, samples need to be manually moisturized using a controlled method. This means that errors in this area are more common for algorithms like PLS that have difficulties understanding non-linearity.

These results show the capacity that SpectraNet has while working with spectral data, with that in mind, SpectraNet could be used in other research settings, for different grains, fruits as shown in other related works where only PLS was used or results were not good.

For a better visualization of each content using the Neural Network, Figure 6 is the scatter plot for protein, Figure 7 is the scatter plot for oil and Figure 8 is the scatter plot for moisture.

Our analyses showed that SpectraNet is capable of dealing with the highly complex and non-linear data present in the spectral data, especially given the imposed conditions like the rotating sample, making it better suited for the prediction of said contents in a less controlled environment.
5 RELATED WORK

The work presented in (Aulia et al., 2022) shows the use of Near-infrared (NIR) Hyperspectral Imaging (HSI) for predicting the contents of protein in three varieties of soybean, using only the PLSR algorithm and obtaining values of $R^2$ as high as 0.92 and RMSE of 1.08 during prediction.

Table 2: Comparison between the results of related works.

<table>
<thead>
<tr>
<th></th>
<th>RMSE</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Protein PLS (Ours)</td>
<td>1.10</td>
<td>0.64</td>
</tr>
<tr>
<td>Protein NN (Ours)</td>
<td>0.75</td>
<td>0.79</td>
</tr>
<tr>
<td>Protein PLS (Theirs)</td>
<td>1.08</td>
<td>0.92</td>
</tr>
</tbody>
</table>

It is worth noting that our PLS error is basically the same that the one shown in (Aulia et al., 2022). SpectraNet, on the other hand, is far more capable of dealing with the data and has a lower RMSE, the $R^2$ measure is lower in our cases simply because their work has a higher range, making $R^2$ higher.

(Cui and Fearn, 2018) introduces the broad application of how to apply convolutional neural networks to NIR data, their work introduced many intuitions used in this work such as the use of 1d convolution neural networks. However, in this article, we show that the same encoding convolutional layer can be used to predict different contents.

In (Bjerrum et al., 2017) the authors proposed a novel data augmentation technique that can improve calibration models, it includes randomly making shifts and scaling on the training dataset, not relying on huge datasets to train these neural networks. The same technique was applied in the dataset of this work. (Abdi et al., 2012) aims to predict soil related properties, such as concentration of many elements such as phosphorus, zinc and potassium, using data acquired from NIRS with the PLS algorithm, as shown in the study, a few elements are more reactive to the infrared, and as such have higher correlations and better results.

(Basile et al., 2022) uses NN for prediction of grape texture, 270 samples of grape were used in this study, and compared PLS and the NN for predicting the total soluble solids using PLS achieved an $R^2$ of 0.69 and RMSE of 1.02, as while the NN achieved results of $R^2$ 0.93 and RMSE of 0.5, once again showing how neural networks are able to better understand Spectral data.

The work in (Zhu et al., 2019) shows the use of a 2D DCNN capable of classification of three different varieties of soybean, using a train dataset of up to 810 samples, the NN is able to predict the variety with an astonishing 99.44% accuracy during validation, and 99.77% accuracy using spectral data gathered from the soybeans.

Despite the recent advancements in Neural Networks applied to NIRS, a better generalization is needed, this was evidenced in this section where a couple of works were made for predicting specific contents of soybean. One of the works tries to address this problem but leaves out other factors such as moisture and oil, which are as important as protein. This work focus on addressing those issues aforementioned.

6 CONCLUSION

In conclusion, understanding the contents of protein, moisture, and oil in soybeans holds paramount importance to agriculture, bringing quality and control right outside of the farm. Soybeans, being a versatile and widely consumed crop, play a key role in both human and animal nutrition, making accurate and efficient assessment of their quality essential. In this work, we addressed the importance of portability, fast
and accurate analysis with the application of Neural Networks.

The main contribution of this paper is the creation of SpectralNet, an architecture that can learn from spectroscopy data, providing results with overall increased accuracy, when compared to the existing proposals. Furthermore, our approach simplifies the traditional process of sending the samples to a laboratory, as it could take up to weeks to get the results ready. By applying our proposal, the time to get the information is reduced to approximately 3 minutes, while a laboratory analysis would take about one to two weeks. Hence, we can optimize agricultural practices, improve food processing techniques, and contribute to the development of sustainable and resilient food systems.

It is worth noting that this method of using neural networks for prediction of protein, moisture, and oil in soybean using spectroscopy still faces a challenge that is the calibration transfer problem (Workman, 2018), which makes it challenging to use the same Neural Network for prediction on different spectroscopy sensors using the data acquired from just one sensor. In future work, this problem could be better investigated, meaning that multiple sensors could be used from the training of only one NN, different from the actual scenario where the architecture presented in this work needs to be trained for every single sensor, or fine-tuned.
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