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Abstract: Although showing remarkable zero-shot and few-shot capabilities across a wide variety of tasks, Large Language Models (LLMs) are still not mature enough for off-the-shelf use in engineering design tasks. Organizations implementing model-based systems engineering practices into their product development processes can leverage on ontologies, models, and procedures to enhance LLMs applied to engineering design tasks. We present a methodology to integrate an Object-Process Methodology model of a space system into an LLM-based spacecraft design assistant and show a performance improvement, as compared to a conventional LLM. The benchmark is evaluated through subjective expert-assessed and an objective cosine-similarity-based criteria. The results motivate additional efforts in integrating Model-Based Systems Engineering practice into LLMs as means to improve their performance and reduce shortcomings such as hallucinations and black-box, untraceable behavior.

1 INTRODUCTION

In the last five years, research and development of foundation models such as Large Language Models (LLMs) has experienced exponential growth. Today, these models display excellent capabilities in text generation and question-answering tasks. Particularly after the release of ChatGPT by OpenAI in late 2022, LLMs have emerged as a technology with the potential of transforming science, engineering and business. The current efforts in industry and academia focus on the development and commercialization of applications enabled by LLMs to support a myriad of tasks typically carried out by humans. (Myers et al., 2023)

Engineering design tasks are not extraneous to the potential impact of LLMs. Many design processes can either be supported or automated to some extent by LLM-based tools, thanks to well-established standards and procedures, and data of heritage products and services that can be ingested and learned by the models. However, there are shortcomings related to LLMs that prevent them from being able to be used, off-the-shelf, to assist in engineering design tasks. Hallucinations and incapability to perform numerical calculations are some of them (Kaddour et al., 2023), impacting negatively their reliability in these tasks.

This paper presents a methodology to increase the reliability of design assistants based on LLMs, addressing some of the aforementioned challenges, by the integration through prompting of generic system models of the system under design. In particular, we apply this methodology to a spacecraft design assistant able to produce technical requirements and specifications with a high-level space mission statement as the input (Garcia Alarcia and Golkar, 2023), with Object-Process Methodology (OPM) models. The work shows an improvement in the performance of the design assistant when compared to one without an LLM+OPM integration. Our preliminary results show a promising pathway for the integration of Model-Based Systems Engineering (MBSE) constructs, in particular, systems models, into foundation models and LLMs, for a higher degree of accuracy and trustworthiness in engineering design tasks.
2 STATE OF THE ART & RESEARCH QUESTION

Foundation models, this is, general-purpose AI models trained on large quantities of data that can perform a myriad of different tasks, have gone a long way in the last half a decade. In 2018, the introduction of the Generative Pre-trained Transformer-1 (GPT-1) by OpenAI (Radford and Narasimhan, 2018) and of the Bidirectional Encoder Representations from Transformers (BERT) by Google (Devlin et al., 2019), based on the essential contributions of the transformer architecture with self-attention mechanism (Vaswani et al., 2023) and word embeddings (Mikolov et al., 2013), were the cornerstones of a revolution that has changed the Natural Language Processing (NLP) discipline with the emergence of what nowadays is known as Large Language Models (LLMs).

Today, current state-of-the-art LLMs such as GPT-4 from OpenAI (OpenAI, 2023), Gemini from Alphabet (GeminiTeam, 2023), Llama 2 from Meta (Touvron et al., 2023), and Falcon (Almazrouei et al., 2023) or Mistral (Jiang et al., 2023) (from TII and Mistral AI, on the open-source side) are models with billions of parameters that even show zero-shot capabilities in text, picture, audio or video generation, among other modalities. Research and development is steering towards the applications side, as in the case of chatbots (in particular after the introduction of ChatGPT by OpenAI) and more broadly assistants, as the question is also posed on whether these models are the predecessors of an Artificial General Intelligence (Bubeck et al., 2023). With the current state-of-the-art LLMs, there is for many tasks no longer need for building complex systems trained from scratch, and in many cases even fine-tuning base models, as the general-purpose models show excellent capabilities with one-shot or few-shot in-context learning and prompt engineering.

However, for some other tasks, such as engineering design, this is not the case. Due to the high complexity, interdependent, and iterative nature of these processes, with also specific norms and practices being instituted in each industry, the direct application of conventional LLMs is not enough. Even though this starts to be explored, for instance by NVIDIA in the chip design industry (Liu et al., 2023), there is still a need to enhance LLMs for engineering design. In this sense, the models can leverage:

- Accumulated heritage, such as previous products and services and their data
- Ontologies of the respective industrial fields, with the important concepts and their relationships

Despite this, shortcomings that are still faced come in the form of hallucinations (nonsensical or unfaithful text generation (Ji et al., 2023)), lack of particularly well-structured inputs and outputs, no calculation capabilities due to their statistical nature, poor domain specialization in many fields relying on proprietary data (Ling et al., 2023), and performance limits associated to the reduced context windows of the models as well as token output limitations (Ratner et al., 2023).

The augmentation of LLMs with Knowledge Graphs (structures that capture and display information in an arranged way, including the interrelations between entities) at training, validation, and also inference time has already been explored by a series of works (Agrawal et al., 2023), as means of minimizing hallucinations. However, this is to the best of our knowledge the first work that looks at augmenting LLMs with systems engineering models, in particular in the frame of a design assistant.

In essence, there appears to emerge a significant opportunity to incorporate foundation models, particularly LLMs, into the engineering design discipline that is still relatively unexplored, facing some challenges that shall be researched. Additionally, the industry sectors that would benefit the most from this integration are particularly the ones following systems engineering discipline practices and standards. The way systems engineering decomposes the engineering process into smaller steps going from a high level driven by the stakeholders’ needs and requirements to system requirements, a system architecture, and finally a system design, and structures the product or service life-cycle (INCOSE, 2023b), is beneficial to the structuring of an LLM-based design assistant. This applies in particular to organizations following Model-Based Systems Engineering (MBSE) practices. The system models that are built during a product’s design, be it in Systems Modeling Language (SysML) (Hause, 2006), Object-Process Methodology (OPM) (Dori, 2002), Unified Modeling Language (UML) (Koč et al., 2021), in code, etc., can be integrated into the LLM to improve its performance on new designs.

Our contribution answers the question of whether the integration of MBSE into an LLM, in particular of an OPM semantic model of a generic system through prompting, effectively improves the reliability of a design assistant tool based on an LLM.
3 METHODOLOGY

In this work, we integrate a generic model of the system under design, through prompting, with a design assistant based on an LLM. In particular, the design assistant first takes a space mission statement as user input in natural language. In the background, without user intervention, the generic system model is included as well into the prompts. The LLM component of the design assistant transforms that initial mission statement into a list of technical specifications. The results of this process are then compared with the output of the same LLM without the system model integrated, to understand if the design assistant tool performances are improved by the MBSE-LLM integration. In both this and the former case, the same list of subsystem requirements or technical specifications are expected as an output, starting from the same mission statement.

3.1 Model-Based Systems Engineering Tool

The Model-Based Systems Engineering (MBSE) tool used in this work is the Object-Process Methodology, a conceptual language for systems modeling, which natively exploits a bi-modal representation: Object-Process Diagram (OPD), a visual representation of the system including the entities of the model (objects, processes, and states) and links and relations among them, and Object-Process Language (OPL), a list of English sentences describing the model in a human-oriented language. Each OPD, except for the System Diagram (SD), the top-level OPD, can be obtained by refinement, in-zooming, or unfolding, of a thing (object or process) in its ancestor OPD, to avoid the loss of details and to keep the overall view of the system. The text is automatically generated by the OPM software (OPCloud or OPCAT) as the model is created. (Dori, 2002) The natural language representation is ideal as it makes the integration of this MBSE tool with Large Language Models (LLMs) easier. Other MBSE tools exist, like SySML, that allow to model different aspects of a system (e.g., SySML uses four types of diagrams: structure, behavior, requirements, and parametric). However, they are practically equivalent for our purposes, since only the architecture of a generic system must be modeled. OPM has been selected because it is more intuitive and natively exploits the bi-modal representation (OPD and OPL).

Our implementation of the generic space system model for the integration in the design assistant is composed of three systems: space segment, ground segment, and user segment (as represented by Figure 1). The space segment includes the launcher and one or more spacecraft with their relevant subsystems; the ground segment comprises the ground stations and the mission control center; the user segment refers to the users and their services. For each subsystem, components and properties are defined. The measurable properties are indicated with the proper measurement unit. If the number of components is more than one, the properties values are defined as vectors.

As for the spacecraft, the OPM model describes its payload, the orbit, the associated ground stations for data processing, Telemetry & Telecommand subsystem, Attitude & Orbit Control subsystem, Propulsion subsystem, Electrical & Power subsystem, Thermal Control subsystem, the structure, as well as general spacecraft parameters and the launcher to be used for orbit insertion.

The space system model has been designed to be meaningful while being as generic as possible, including a large set of potential spacecraft components. The values of the properties are all preset as tbd (to be defined) as they are aimed to be completed by the design assistant tool upon the generation of the technical specifications. A view of the model at a lower decomposition level is illustrated in Figure 2.

![Figure 1: Object-Process Methodology System diagram of the space system of systems. Highest level view.](image)

3.2 Large Language Model

A Large Language Model (LLM) is used to convert the high-level mission statement into technical specifications, which are used to derive the design elements necessary for the following design steps (e.g., system budgets, CAD models, etc.). Thanks to its capability of processing and generating human-like language, the LLM takes as an input the mission statement together with the generic OPL to be modified and completed. It then produces a new OPL, and so with it the list of subsystem requirements, for the specific mission of interest. The research challenge is to transform a high-level mission statement, which can be ambiguous, inconsistent, or incomplete due to the use...
of natural language, into clear, unambiguous, traceable, and comprehensive technical requirements, following systems engineering practice. At the time of the paper, many LLMs are available (GPT 3.5, GPT 4, BARD, Falcon, PaLM, Claude, and others). Each one of them has different characteristics, advantages and drawbacks. We used GPT 4 - an API based LLM - for the work presented in this paper, to facilitate the integration with other applications, e.g. a chatbot design assistant, and for its context length.

3.3 LLM + OPM Integration

The OPL is integrated into the design assistant by prompting the LLM, and one of the challenges faced is that the current OPL length (around 9600 tokens) is longer than most of the current LLMs context windows limits. Indeed, because of the direct relation between computational costs and context window size, the number of tokens an LLM can process is limited. In this work, OpenAI’s GPT 4-128k (November 2023 version), codenamed gpt-4-1106-preview, has been used due to its larger 128k context window, through API calls. However, the OPL has been divided into smaller chunks, following the system model structure depicted in Table 1.

To control the results for the variation of the selected LLM, the objective criterion is also obtained using a different model from OpenAI, GPT 3.5, in its version gpt-3.5-turbo-16k with a 16k-token context window. Due to the size of the OPL and the sliding context window, it is feasible that some parts of the OPL are cut, however, this impact is reduced by the use of the average cosine similarity metric. Using other LLMs is at this point not feasible due to the small context window sizes (4096 tokens for Llama 2, 2048 tokens for Falcon, or 4096 tokens for Mistral, for instance).

These OPL pieces are given as input to the LLM step by step, by adding new inputs to the previous context, for three reasons:

- The previous input-output pairs represent a context and contain the required information so that the LLM can proceed in the design process.
- The previous input-output pairs represent an example on how to generate technical specifications, increasing the average quality of the output.
- Compatibility with LLMs having shorter context windows.

3.4 Benchmarking

To evaluate the design assistant tool’s performance, two different criteria have been implemented to score the output: a subjective criterion, based on an expert’s review, and an objective criterion, thought of as a numerical scoring.
3.4.1 Subjective Criterion

A tool generating technical specifications for the design of a system shall be trustworthy above all. Trustworthiness is evaluated as the weighted average of six parameters that should characterize a requirement (the output of the tool), as stated by the International Council of Systems Engineering’s Systems Engineering Body of Knowledge (SEBoK) (INCOSE, 2023a). We propose a parametric definition of trustworthiness, decomposed as follows:

- **Clarity**: the output is understandable.
- **Coherence**: the output is compliant with the mission statement and the previous information.
- **Unambiguity**: the output is not subject to different interpretations and no alternatives or redundancies are generated.
- **Completeness**: the output is complete and sufficient to proceed to the next step of the design process.
- **Traceability**: the output can be traced back to higher level specifications (e.g. mission statement) and its source.
- **Verifiability**: the output can be easily verified through various verification processes.

Each metric receives a score, ranging from 0 to 100 %, based on the ratio between the number of output lines fulfilling the parameter and the total number of output lines. Thus, the score is the percentage of output satisfying the metric, as rated by an expert individual. Only for completeness, the overall score is the weighted average of two additional contributions: coverage (weight=0.4), representing the percentage of system aspects covered by the output; and granularity level (weight=0.6), related to the level of detail of the generated content, which must be the one of a technical specification. Coverage and granularity are assigned a 40/60 weight allocation to represent the idea that the latter is more important due to the need to obtain a sufficiently detailed list of requirements as an output to the model.

A weight is assigned to each parameter as specified by Table 2, coming from analyses, past knowledge, and experience. All the metrics contribute in the same way to trustworthiness, except for traceability, which is the most important parameter, since the source of the output plays a very important role. Indeed, tracing requirements from their origins through the system design is crucial for ensuring that the system meets its intended objectives and for managing changes effectively, making expert analyses and interventions easier. A preliminary sensitivity analysis has been performed to select and support the weights of the subjective criterion. The results are briefly described in Section 4.

Table 2: Evaluation metrics and relevant weights for the subjective criterion.

<table>
<thead>
<tr>
<th>METRICS</th>
<th>WEIGHTS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Clarity</td>
<td>0.1</td>
</tr>
<tr>
<td>Coherence</td>
<td>0.1</td>
</tr>
<tr>
<td>Unambiguity</td>
<td>0.1</td>
</tr>
<tr>
<td>Completeness</td>
<td>0.5</td>
</tr>
<tr>
<td>Traceability</td>
<td>0.1</td>
</tr>
<tr>
<td>Verifiability</td>
<td>0.1</td>
</tr>
</tbody>
</table>

3.4.2 Objective Criterion

A clear problem when evaluating the output of a Large Language Model, which appears in a more accentuated manner when this output is a technical requirement or specification, is that there is not a single solution, but rather a wide variety of alternative solutions that can be properly formulated and be technically feasible. And even more, each of these valid solutions has an almost infinite amount of ways of being formulated linguistically (i.e., in text) into one or more sentences. This issue rules out the classical approaches used for evaluating Machine Learning models’ output, in which the result from a model is evaluated with a validation dataset containing for each entry a set of finite correct outputs, also known as labels.

In this evaluation, we propose the use of the cosine similarity metric in order to provide an objective result that does not rely on subjective scoring. Cosine similarity is a distance-based similar metric already used for LLM output evaluation by other works in the field (Chen et al., 2023).

Cosine similarity for a vector of words \( \vec{o} \) containing the words produced by the LLM, and a vector of words \( \vec{g} \) containing the words of a gold standard answer -the comparison reference-, is defined as follows:

$$\text{cos sim}(\vec{o}, \vec{g}) = \frac{\vec{o} \cdot \vec{g}}{|\vec{o}| |\vec{g}|}$$

In practical terms, we implement the cosine similarity metric in Python programming language, through scikit-learn library’s sklearn.metrics.pairwise.cosine_similarity function. To achieve a higher degree of text format agnosticism, we remove the set of English stop words from both the output vector and the gold standard vector as specified in the nltk library’s corpus. The words are converted from strings to word embeddings with the gensim library’s gensim.models.word2vec function implementing the well-known word2vec algorithm.
(Mikolov et al., 2013). To account for the differences in the lengths of the vectors, we use padding. In our case, we zero-pad the shortest vector to match the length of the longest one. The Appendix includes a flowchart of the objective criterion’s steps, for a synthesized view of it.

All in all, we measure how close, conceptually, is the output of the design assistant to a gold standard reference. When the output is close to the reference the score tends to 1, when it is opposite to the reference the score tends to -1. Thus, we account for different plausible possibilities in the output, as they will all be conceptually close to the gold standard. By using cosine similarity, and even more by having eliminated stop words, we also avoid formatting-induced scoring changes that other methodologies might suffer from.

4 RESULTS & DISCUSSION

4.1 Case Study

To evaluate the design assistant tool, we have chosen three space missions for which a large amount of information is publicly available, especially in terms of design choices explanations, and requirements. Comparing the results of the design assistant tool with the real design of a system helps in validation and evaluation. Having three different space missions also allows us to control the results for the variability of the mission statement. The mission statements are entered to a design assistant with an off-the-shelf LLM, and to a design assistant with an LLM that is also fed the generic OPM of the space system. Technical specifications are retrieved and assessed using the subjective criterion and the objective criterion. The first selected baseline mission is the Ten-Koh small satellite in Low Earth Orbit, developed by the Kyushu Institute of Technology (Fajardo et al., 2019). The second selected mission is the big MetOp-C meteorological satellite (4300 kg) from the European Space Agency and EUTMETSAT, flying on an 884-km Sun-Synchronous Orbit (SSO) (Righetti et al., 2020). The third baseline mission is the LunaH-Map from NASA, made of 6U CubeSats for lunar mapping (Hardgrove et al., 2019). The inputs are available below for reproducibility.

Mission Statement 1: Ten-Koh mission

"Space radiation poses challenges to satellites, causing anomalies like single event effects, ionizing radiation-induced component degradation, and charging issues. Designing satellites capable of withstanding these anomalies requires a deep understanding of the radiation environment. Galactic cosmic rays, solar energetic particles, and trapped high-energy particles contribute to this environment, with unpredictable energy variability in the low-Earth orbit (LEO) region, where most satellites are located. High-energy electrons, protons, and ions impact spacecraft differently based on mission design, epoch, and class. Manned missions must consider particle population unpredictability in mission duration and life support systems. Recent missions like Van Allen Probes, THEMIS, MMS, ERG (ARASE), Proba-2, and Swarm have explored near-Earth space, providing direct measurements of charged particles. Create a small satellite able to characterize the plasma environment, detect MeV-range electrons, and study material sample changes in the space environment to demonstrate that small, low-cost spacecraft can offer a cost-effective approach to space environment research, utilizing commercial components. A detailed design is required."
Considering the critical role satellites play in monitoring and understanding our planet’s climate and environmental changes, our goal is to contribute to the next generation of Earth observation satellites. Our envisioned satellite will be equipped with cutting-edge instrumentation designed to provide accurate and comprehensive data on Earth’s atmosphere, weather patterns, and climate dynamics. We aim to enhance our understanding of key environmental indicators, including greenhouse gas concentrations, atmospheric composition, and surface temperature variations. The mission objectives include achieving a high level of precision in data collection and analysis, allowing for improved weather forecasting, climate modeling, and environmental monitoring. We aspire to contribute to global efforts in mitigating the impacts of climate change by providing policymakers, scientists, and the public with invaluable insights into Earth’s dynamic systems. In the spirit of collaboration, our mission seeks to establish international partnerships to maximize the impact and reach of our satellite’s observations. By fostering cooperation with other space agencies, research institutions, and commercial entities, we aim to create a robust network of data-sharing and collaborative initiatives that transcend borders. Furthermore, our satellite will be designed with scalability and adaptability in mind, ensuring that it can accommodate future technological advancements and evolving scientific requirements. This adaptability will enable our mission to remain at the forefront of Earth observation, continuously contributing to the collective knowledge about our planet’s changing environment. A detailed design is required.

Mission Statement 2: MetOp-C mission

In response to the growing interest in lunar exploration and the imminent expansion of lunar activities within the next two decades, our goal is to advance scientific knowledge and contribute to the sustainable development of lunar resources. Our focus lies in mapping the abundance of hydrogen down to one meter beneath the surface of the lunar south pole. Inspired by the renewed interest in Moon exploration and the establishment of a lunar space economy, our mission is dedicated to the development of a small satellite (CubeSat 6U) capable of providing a high-resolution map of the abundance and distribution of hydrogen-rich compounds, like water, in this region of the Moon and expand on the less accurate maps made by previous missions. Our vision is to create a cost-effective and innovative approach to lunar environment research, addressing unique challenges in the development of a CubeSat intended to run longer and travel further than most LEO CubeSat missions. LunaH-Map aims to demonstrate the capabilities of small spacecraft in conducting sophisticated space environment studies. Through LunaH-Map, we aim to pave the way for a new era of lunar exploration, where comprehensive data on water-ice and hydrogen distribution at the lunar south pole serves as a foundation for informed decision-making and sustainable resource utilization. By pushing the boundaries of technology and embracing a cost-effective approach, LunaH-Map aspires to inspire future missions and stakeholders to join us in unlocking the full potential of the Moon for the benefit of humanity and the advancement of space exploration. A detailed design of the mission is required.

Mission Statement 3: LunaH-Map mission
4.2 Results of the Subjective Criterion

The outputs are not reproduced in this article due to their lengthiness, but the results of the subjective criterion are shown in Table 3 for an off-the-shelf LLM (GPT-4 128K) and in Table 4 for the LLM+OPM integration. In all the cases the outputs are the design of the required space mission, but with different characteristics highlighted by the parameters scores. They are clear and understandable (clarity score 100%) and respect the mission statements and what is asked in input. In addition, the design choices are coherent with each other (coherency score 100%). An important difference exists, instead, in terms of ambiguity: the outputs of the LLM not integrated with an OPM model are ambiguous (unambiguity score is lower than 40%), because most of the suggested solutions can be interpreted differently and many alternatives are provided (e.g. aluminum or composite frame are possible choices for Ten-Koh structure; a propulsion system respecting mass and volume constraints is proposed without further specifications for MetOp-C and LunaH-Map), unlike the outputs of the tool which follow the structure of the system model (unambiguity score 100% for Ten-Koh and MetOp-C missions). The only exception is represented by the lunar mission (unambiguity score 85%), whose output is slightly ambiguous, because orbit, ground station and communication subsystem are not completely designed by the tool. Regarding completeness, coverage and detail level are analyzed: all the system aspects are covered by the LLM+OPM tool, while this is not always true for the LLM (MetOp-C orbit and LunaH-Map Command&Data Handling subsystem are not included in the outputs); and only the MBSE-LLM integration allows us to reach the detail level of technical specifications. The main prevalent problem is the low traceability (around 30% for the LLM and 35% for the tool). The outputs can be traced back to the mission statement, but not to their origin. Integrating the OPM with the LLM makes the requirements slightly more traceable because all the design choices belong to the generic system model. However, this is not enough to solve the problem, especially for numbers, which are the result of a probabilistic approach, instead of the application of equations and physics models. Nonetheless, the tool outputs are still verifiable (verifiability score higher than 80%), because specific solutions are provided with relevant numbers, while only small parts of the LLM outputs can be verified, due to their ambiguities and low detail level (verifiability score lower than 50%). In general, it is possible to notice that the scores of the two Earth missions are very similar, unlike the lunar mission score. The main reason can be found in the large amount of data available for space missions around the Earth with respect to interplanetary missions, which makes easier the design of an Earth-based mission. As a result of these considerations, we can state that LLM trustworthiness is very low, but it is improved by almost 50% thanks to the integration with an MBSE tool.

Based on the scores of the metrics, a preliminary sensitivity analysis has been carried out to support the choice of metric weights and thus to verify the robustness of the evaluation criterion. It consists of varying one metric weight per time, from 0 to 1, keeping all the other weights equal to each other. The results, not fully reproduced in the article for a matter of brevity, consistently show an improvement in the performance with LLM+OPM integration across all scenarios of metric weights. Moreover, traceability is the parameter with the largest impact on the LLM+OPM tool performance, as expected, while for the off-the-shelf LLM, clarity, coherency, and unambiguity are also not negligible. Figures 3 and 4 exhibit the results of the sensitivity analysis for the traceability weight in both cases.

![Figure 3: Effect of traceability weight variation on LLM trustworthiness.](image1.png)

![Figure 4: Effect of traceability weight variation on LLM+OPM trustworthiness.](image2.png)
4.3 Results of the Objective Criterion

The results of the objective criterion are shown in Table 5. They are controlled for mission statement variability, with the three selected baseline missions presented before, and for the LLM variability, using gpt-3.5-16k-turbo and gpt-4-1106-preview. For each token of the output, its cosine similarity to the corresponding token in the gold standard reference is calculated, and a vector of cosine similarities is built. The table displays the minimum value encountered in that vector, the maximum, the average value, and the standard deviation. The results are presented for the design assistant with an off-the-shelf LLM without any OPM integration (labeled LLM in the table) and for the design assistant with an LLM+OPM integration (labeled +OPM in the table).

The results are clear and confirm what was seen already with the subjective criterion. They show that our OPM integration improves the quality of the design assistant’s output consistently for all the mission statements and all the LLMs, as displayed in the Average columns. This is due to the space systems ontology that the OPM of a generic space mission provides, and the in-context learning thereby performed by the LLM at inference time, improving domain-specific knowledge and reducing hallucinations. Additionally, the integration of the OPM consistently improves the predictability of the results, as seen in the Standard deviation columns. This is due to the structuring of the input and the output that naturally happens when integrating a systems engineering model (in this case, the OPM), bringing a structure with a set of rules, with the LLM.
5 CONCLUSION

In this work, we have discussed the shortcomings of using off-the-shelf LLMs for engineering design tasks, particularly in the context of a design assistant for spacecraft that drafts technical requirements with a high-level mission statement as input. We have introduced a methodology for integrating Model-Based Systems Engineering models, in particular an Object-Process Methodology model, to an LLM to improve its reliability. We presented partial, preliminary results with both a subjective criterion, looking for the traits that make design assistant requirements trustworthy, and an objective criterion comparing the outputs directly to a golden reference. The results show an improvement in the quality of the outputs with the LLM+MBSE integration. These improvements are associated with the introduction of an ontology, being learned in context by the LLM, that reduces hallucinations, as well as a higher degree of structure impacting both the input and the output, all coming naturally from the properties of the system model being introduced.

In future work, we aim to increase the completeness of the results in particular with a thorough sensitivity analysis of weights of the subjective criterion. Additionally, dealing with smaller LLMs and fitting the system models to their reduced context window remains one of the biggest open challenges, in particular, to enable these kinds of design assistants to run on smaller devices in the edge. Related to it, understanding whether a deeper-level integration of system models would be more useful and reliable than prompting is also an open area for further investigation. Additionally, Large Language Models that have been trained or fine-tuned in systems engineering or more broadly engineering design data such as books, papers, and standards shall be created and thoroughly assessed to understand the performance improvement compared to the state-of-the-art generalist models.
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**APPENDIX**

To better illustrate the methodology’s objective criterion, Figure 5 presents a flowchart of the steps followed to compute the cosine similarity values between the design assistant’s output using an off-the-shelf LLM and the golden standard, as well as between the design assistant’s output leveraging an LLM+OPM integration and the golden standard. The flowchart also illustrates the metrics that are calculated to compare the cosine similarity values and benchmark the improvement attained by the integration of the space mission’s OPM system model.
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Figure 5: Flowchart of the methodology’s objective criterion.