Improving Explainability of the Attention Branch Network with CAM Fostering Techniques in the Context of Histological Images
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Abstract: Convolutional neural networks have presented significant results in histological image classification. Despite their high accuracy, their limited interpretability hinders widespread adoption. Therefore, this work proposes an improvement to the attention branch network (ABN) in order to improve its explanatory power through the gradient-weighted class activation map technique. The proposed model creates attention maps and applies the CAM fostering strategy to them, making the network focus on the most important areas of the image. Two experiments were performed to compare the proposed model with the ABN approach, considering five datasets of histological images. The evaluation process was defined via quantitative metrics such as coherency, complexity, confidence drop, and the harmonic average of those metrics (ADCC). Among the results, the proposed model through the ResNet-50 was able to provide an improvement of 4.16% in the average ADCC metric and 3.88% in the coherence metric when compared to the respective ABN model. Considering the DesneNet-201 network as the explored backbone, the proposed model achieved an improvement of 14.87% in the average ADCC metric and 9.77% in the coherence metric compared to the corresponding ABN model. The contributions of this work are important to make the results via computer-aided diagnosis more comprehensible for clinical practice.

1 INTRODUCTION

Computational systems based on Convolutional Neural Networks (CNN) have shown great results in different image classification and pattern recognition problems (Höhn et al., 2021; Shihabuddin and K., 2023; Majumdar et al., 2023). However, despite the very high levels of accuracy presented by some architectures, the adoption of this type of system is still restricted in several critical fields of society, especially in medical images. (Miotto et al., 2017). This fact occurs due to the difficulty in interpreting how the classification process is carried out internally by CNNs, leading to a lack of confidence in the way these models operate (Xu et al., 2019).

To enhance the reliability of those approaches, different techniques have been developed to make CNN more explainable, particularly techniques that provide visual solutions. For instance, the gradient-weighted class activation mapping (Grad-CAM) technique calculates the gradient of the network to obtain activation maps that show the most important regions for the final classification of the image (Selvaraju et al., 2019). This type of technique allows human operators to see more clearly which regions of the image are most im-
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important for the final classification of the model, making this approach particularly interesting for clinical practice, especially in the context of histological images. The analysis of histological samples is one of the stages widely used in medicine to define diagnostics and prognostics for different diseases. The images are obtained through a series of steps, such as: collecting a small tissue sample; fixation of the tissue; processing; embedding; sectioning; staining, and microscopy analysis (Gurina and Simms, 2023). Considering the steps required to analyze a tissue sample, the staining process is particularly important. Among the different approaches to staining, the most popular is the use of hematoxylin and eosin (H&E). Hematoxylin stains the nucleic acids of tissues in a deep blue-purple color. Eosin stains proteins in a pink color (Fischer et al., 2008). This process allows specialists in the field to investigate more clearly the regions that may point to the presence of diseases or other clinical conditions. Considering the methodology used in this stage, computer-aided diagnosis (CAD) can be developed to support specialists in the process of analyzing stained tissue samples. In this context, CNN-based models that make use of so-called class activation maps (CAM) are especially interesting, as they visually show which are the most important regions of a given image that led to its final classification (Poppi et al., 2021).

In order to improve the explainability power of CNN, different approaches have been developed to obtain increasingly precise and easy-to-understand explanations. The study presented by (Fukui et al., 2019) makes use of so-called attention branches to improve explanations. The proposed Attention Branch Network (ABN) architecture is made up of three main blocks: the feature extractor; the attention branch and the perception branch. The feature extractor is responsible for extracting the features from the input images into feature maps. These maps are then supplied to the attention branch to provide a label for the input data and also create an attention map indicating the most important regions of the images. The attention map is then combined with the attributes extracted by the feature extractor, and the result of this operation is supplied as input to the perception branch to obtain a second label from the new data. Finally, the loss values related to the attention branch and perception branch classifications are combined, and by doing so, all the weights of the model are updated from this single loss value. This process, in addition to improving the network’s accuracy, allows it to become more attentive to the most important regions of the image for the final classification.

In this context, the study presented by (Schöttl, 2022) takes a different approach to obtaining better explanations. This approach is called CAM fostering and consists of an activation map created by any CNN during the training process. Thus, it is possible to calculate the entropy of this activation map, and after calculating the entropy, a weight is associated with this value. This operation results in a value that can be added to the training loss so that the weights are later adjusted with this new loss value. This approach presented relevant results in terms of the quality of the explanations, although there was a slight accuracy drop in the tested models.

Although the techniques presented (Fukui et al., 2019; Schöttl, 2022) show interesting conclusions in terms of explainability, the methodology used to evaluate the quality of the explanations involves only qualitative methods, which do not indicate the impact of the results for clinical practice. Thus, the study presented by (Poppi et al., 2021) proposes the use of a series of quantitative metrics such as coherency, complexity and confidence drop. These metrics can be represented through a single metric called average DCC (ADCC), thus allowing a quantitative evaluation of the explanations obtained by the models, which is one of the motivations for the development of this study.

Thus, to enhance the explanatory power of convolutional neural networks in the context of histological images, this work proposes an improvement to the ABN model in association with the CAM fostering strategy. The proposal explores the attention maps generated by the attention branch, where the CAM fostering strategy can be applied by calculating the entropy of these maps. The explanations generated after this modification are then evaluated using a series of quantitative metrics, allowing for a more complete analysis of the impact of the proposed technique. The main contributions presented here are:

- A improvement over the ABN model to provide better explanations considering the context of histological images;
- The use of quantitative metrics to evaluate the explanatory power of convolutional neural network models;
- The development of a pipeline for evaluating explanations that can be used with other models;

2 METHODOLOGY

The proposed methodology was divided into three steps. The first step was the process of splitting up five
datasets of histological images, through the hold-out strategy (Comet, 2023), considering a 70/15/15 split. The second step consisted of training the ABN model and the proposed model on each of the previously divided datasets, using the F-measure as the metric for selecting the best training among the epochs. Finally, the models trained in the previous step were used to obtain the activation maps of the images present in the test split of each dataset, using the Grad-CAM technique, so that all the quantitative metrics were calculated to assess the explanatory capacity of each model. An overview of the proposal is shown in Figure 1.

**2.1 Proposed Architecture**

To develop the architecture proposed in this work, the approaches presented by (Fukui et al., 2019) and (Schöttl, 2022) were considered. The proposed model used two backbones, the ResNet-50 (He et al., 2016) and DenseNet-201 (Huang et al., 2017) networks. These architectures were chosen because of the relevant results presented in (Fukui et al., 2019). The proposed architecture considered three modules (feature extractor, attention branch and perception branch). In addition, the proposed architecture considers two mechanisms (the attention mechanism and CAM fostering) aimed at improving explanations. Figure 2 gives an overview of the proposed architecture, which also shows the proposed modifications made to the ABN model.

The proposed model considered a feature extractor module based on all residual (ResNet-50) or dense blocks (DenseNet-201), excluding the last block in both cases. It is important to note that the last block was not considered in this case, as it is used to compose the attention branch and the perception branch. The main purpose was to extract feature maps $g(X_i)$ from the input image $X_i$, where these maps were then provided as input to the attention branch and attention mechanism.

The attention branch module received the feature maps $g(X_i)$ obtained by the feature extractor so that these maps were then processed by a series of convolutional layers. The composition of these convolutional layers is the same as those present in the last residual (ResNet-50) or dense block (DenseNet-201) from the backbone model. The output provided by these convolutional layers is presented in the format $K \times w \times h$, where $K$ is the number of feature maps, $w$ is the width and $h$ is the height of each map. This data was then processed by a block composed of a batch normalization layer, a $1 \times 1 \times 1$ convolution layer and a ReLU activation. This configuration allowed all $K$ maps to be aggregated into a single map. The map was then normalized by a block composed of a batch normalization layer, a $1 \times 1 \times 1$ convolution layer and a sigmoid activation. Finally, an $M(X_i)$ attention map was created in order to be used in the attention mechanism and CAM fostering mechanism. It is important to note that, unlike the original ABN model, our attention branch does not have the classification module for the attention map. This modification was made in order to use the CAM fostering strategy when training the model.

The use of attention mechanisms has become an increasingly common practice in different computer vision systems, especially for sequential models (Yang et al., 2016; You et al., 2016; Vaswani et al., 2017). For the proposed model, the attention mechanism follows the indications of (Fukui et al., 2019). From a set of feature maps $g(X_i)$ and an attention map $M(X_i)$, it was possible to use the attention map to create new feature maps $g'(X_i)$, whose important areas for the model’s final classification are reinforced. Equation 1 indicates the association of the attention map with the feature maps.

$$g'(X_i) = (g(X_i) \times M(X_i)) + g(X_i) \quad (1)$$

The perception branch was the module responsible for providing the final classification (label). This module received the $g'(X_i)$ feature maps as input and
from the attention mechanism. The perception branch was made up of convolutional layers that correspond to the configuration of the last residual (ResNet-50) or dense block (ResNet-50) from the backbone model, as well as a global average pooling layer (GAP) used to provide the model’s final classification in association with a softmax function. The choice to use the GAP layer instead of the fully connected layer present in the original ABN model followed the indications presented by (Zhou et al., 2016). By using the GAP layer to perform the model’s final classification, the convolutional layers’ ability to locate objects in the image is preserved, consequently improving the architecture’s explanatory power.

The CAM fostering mechanism follows the description presented by (Schöttl, 2022), in which it is possible to calculate the entropy value $ce$ of an activation map. The entropy computed from an activation map measures the variability of activations across different regions or pixels in the map. A uniform map with consistent activations yields low entropy, while a varied map with diverse activations shows higher entropy. Adding entropy as a term in the loss function can serve as regularization, encouraging the model to generate more diverse and information-rich activation maps.

Thus, for the proposed model, the entropy factor $ce$ was calculated from the attention map $M(X_i)$ and weighed by a regularization factor $\gamma_e$ equal to 10. The chosen value for $\gamma_e$ followed the indications given by (Schöttl, 2022). The weighed $ce$ value was then subtracted from the classification loss $l_n$ measured by a cross-entropy loss function (Mao et al., 2023), giving the new loss value $l'_n$. Equation 2 shows how the $ce$ value is calculated, while Equation 3 shows how the new loss value was calculated considering the CAM fostering strategy.

$$ce(M(X_i)) = - \sum M(X_{ij}) \ln M(X_{ij}) \quad (2)$$

$$l'_n = l_n - \gamma_e \cdot ce(M(X_i)), \quad (3)$$

where $ij$ represents the pixel’s index from the attention map.

2.2 Dataset

This study used five datasets representing four different types of histological tissues. For all five datasets, the tissue samples were stained with hematoxylin and eosin (H&E). The first dataset (UCSB) is composed of breast cancer images provided by the University of California, Santa Barbara (Drelie Gelasca et al., 2008). This dataset consists of 58 samples divided into two classes: benign (32) and malignant (26).

The second dataset (CR) is composed of images of colorectal tissues (Sirinukunwattana et al., 2017), totaling 165 samples divided between two classes: benign (74) and malignant (91). To acquire the images, histological areas were digitally photographed using a Zeiss MIRAX MIDI Slide Scanner with a resolution scale of 0.620 $\mu$m, which is equivalent to a 20x magnification.

The third dataset (NHL) was published by the National Cancer Institute and the National Institute on Ageing (Shamir et al., 2008), and consists of 173 samples of non-Hodgkin lymphoma divided into three classes: MCL — mantle cell lymphoma (99); FL — follicular lymphoma (62); and CLL — chronic lymphocyte leukemia (12). To obtain the images, a light microscope Zeiss Axioscope with a 20x objective and an AXio Cam MR5 digital camera were used. The images obtained by this process were stored without compression with a resolution of $1388 \times 1040$ pixels, a 24-bit quantization ratio and the RGB color model;
Finally, the fourth and fifth datasets were provided by the Atlas of Gene Expression in Mouse Ageing Project (AGEMAP) and are composed of liver tissue images obtained from mice (AGEMAP, 2020). The images were acquired by a Carl Zeiss Axiowert 200 microscope and 40x objective. The fourth dataset (LG) consists of 265 liver tissue samples obtained from male (150) and female (115) mice on a caloric restriction diet. The fifth dataset (LA) is composed of 529 images divided into four classes, where each class represents different age groups of female mice on an ad libitum diet, the classes being: one (100); six (115); 16 (162) and 24 (152) months old.

Figure 3 shows a sample from each dataset, while Table 1 displays an overview of all datasets.

2.4 Step 2: Training the Models

For this step, the ABN models and the proposed here were trained. In both cases, the ResNet-50 and DenseNet-201 architectures were used as backbones, so that a fair comparison could be made of the impact of the modifications proposed by our methodology in both cases. To speed up the training process and avoid problems such as overfitting due to the small number of samples in some datasets, the transfer learning strategy was applied (Zhuang et al., 2019). Therefore, all models were pre-trained on the ImageNet image database (Deng et al., 2009), so that it was possible to fine-tune the weights considering a small number of epochs.

For training, a total of 10 epochs were chosen, considering a learning rate of 0.0001 and a batch size of 16. To update the weights, the Adam optimizer was chosen given its rapid convergence, considering a reduced number of epochs (Kingma and Ba, 2014). It is worth mentioning that all the weights in the model were updated during the training step. The loss function chosen for training was the cross-entropy loss (Mao et al., 2023). The loss value obtained loss value was then used together with the CAM fostering strategy to obtain a new loss value, which was used to update the network weights during this step.

2.5 Step 3: Evaluating the Explanations

In this step, the quantitative metrics relating to the quality of the Grad-CAM of each of the models trained in step 2 were calculated. Thus, the set of images belonging to the test split of each dataset previously defined in step 1 was used to obtain the activation maps. The metrics used to assess the explanatory power of each model were proposed by (Poppi et al., 2021) such as coherency, complexity, confidence drop and average DCC. The coherency metric indicates that, given an image $x$ referring to a class of interest $c$, the activation map obtained by the image $x$ should not be altered when the activation map itself is provided to the network. This property is presented as

$$\text{CAM}_c(x \odot \text{CAM}_c(x)) = \text{CAM}_c(x).$$
Table 1: Overview of all five datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Tissue type</th>
<th>Classes</th>
<th>Samples</th>
<th>Resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>UCSB</td>
<td>Breast tumours</td>
<td>2</td>
<td>58</td>
<td>896 × 768</td>
</tr>
<tr>
<td>CR</td>
<td>Colorectal tumours</td>
<td>2</td>
<td>165</td>
<td>From 567 × 430 to 775 × 522</td>
</tr>
<tr>
<td>NHL</td>
<td>Non-Hodgkin lymphoma</td>
<td>3</td>
<td>173</td>
<td>From 86 × 65 to 1388 × 1040</td>
</tr>
<tr>
<td>LG</td>
<td>Liver tissue</td>
<td>2</td>
<td>265</td>
<td>417 × 312</td>
</tr>
<tr>
<td>LA</td>
<td>Liver Tissue</td>
<td>4</td>
<td>529</td>
<td>417 × 312</td>
</tr>
</tbody>
</table>

Therefore, to measure the extent to which an activation map respects this property, the Pearson Correlation Coefficient was calculated between two CAMs considering Equation 5.

\[
Coherency(x) = \frac{\text{Cov}(\text{CAM}_x(\mathbf{x} \odot \text{CAM}_y(x)), \text{CAM}_x(x))}{\sigma_{\text{CAM}_x(\mathbf{x} \odot \text{CAM}_y(x))}\sigma_{\text{CAM}_x(x)}},
\]

(5)

where Cov is the covariance between two maps and \(\sigma\) indicates the standard deviation. It is worth noting that as the Pearson Correlation Coefficient is defined in the [-1, 1] interval, therefore, the values obtained were subsequently normalized in the [0, 1] interval to maintain the same scale as the other metrics. This metric takes on values closer to one when the method is invariant to the input image.

The complexity metric was responsible for calculating the quantity of information presented in an activation map, since the more pixels an explanation has, the more complex it is, making this explanation not so significant. Thus, adopting the \(L_1\) norm as a proxy, it was possible to calculate complexity using Equation 6.

\[
\text{Complexity}(x) = \|\text{CAM}_x(x)\|_1
\]

(6)

Therefore, the lower the number of pixels assigned to a given explanation, the lower the complexity value, this value being limited to the interval [0, 1].

The confidence drop was a metric that indicated the loss of confidence in a model when only the activation map was provided as input instead of the full image. This metric was defined by Equation 7.

\[
\text{Drop}(x) = \max(0, y_c - o_c) / y_c,
\]

(7)

Where \(y_c\) is the class score considering the complete image, and \(o_c\) is the class score considering the activation map of the complete image. This metric was defined in the interval [0, 1], where the closer it is to zero, the lower the model’s loss of confidence.

Finally, considering all the metrics described above, the Average DCC (ADCC) was calculated as the harmonic mean between all the metrics, as defined by Equation 8.

\[
\text{ADCC}(x) = 3 \left( \frac{1}{\text{Coherency}(x)} + \frac{1}{1 - \text{Complexity}(x)} + \frac{1}{1 - \text{Drop}(x)} \right)^{-1}
\]

(8)

In this way, it was possible to assess the overall quality of the explanations generated by the models tested in this study using a single metric.

3 RESULTS

The methodology developed in this work was applied to evaluate the explanatory power of the proposed model concerning other models in the literature, considering the context of histological images. Thus, the evaluation process was defined via the quantitative metrics coherency (COH), complexity (COM), confidence drop (CD) and Average DCC (ADCC). Tables 2 and 3 show the results obtained in the first experiment, considering the proposed model using the ResNet-50 and DenseNet-201 networks as backbones, respectively.

Table 2: Percentage values for coherency (COH), complexity (COM), confidence drop (CD) and ADCC for the proposed model (ResNet-50, ABN, CAM fostering, GAP), considering all datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>COH↑</th>
<th>COM↓</th>
<th>CD↓</th>
<th>ADCC↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>LG</td>
<td>31.66</td>
<td>0.24</td>
<td>35.01</td>
<td>47.35</td>
</tr>
<tr>
<td>CR</td>
<td>31.82</td>
<td>0.13</td>
<td>12.00</td>
<td>54.32</td>
</tr>
<tr>
<td>NHL</td>
<td>25.13</td>
<td>0.07</td>
<td>62.50</td>
<td>35.32</td>
</tr>
<tr>
<td>UCSB</td>
<td>32.47</td>
<td>0.11</td>
<td>11.11</td>
<td>55.24</td>
</tr>
<tr>
<td>LA</td>
<td>20.82</td>
<td>0.24</td>
<td>77.22</td>
<td>26.35</td>
</tr>
<tr>
<td>Mean</td>
<td>28.38</td>
<td>0.16</td>
<td>39.57</td>
<td>43.72</td>
</tr>
</tbody>
</table>

Considering the results presented in Table 2, the proposed model via the ResNet-50 network as a backbone showed the best results among all the experiments. For the CR and UCSB datasets, the proposed approach was able to achieve an ADCC index equal to 54.32% and 55.24% respectively, contributing to the average of 43.72% achieved in this metric. This result indicates that the model has an important explanatory capability in the context of histological images. It is
Table 3: Percentage values for coherency (COH), complexity (COM), confidence drop (CD) and ADCC for the proposed model (DenseNet-201, ABN, CAM fostering, GAP), considering all datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>COH</th>
<th>COM↑</th>
<th>CD↓</th>
<th>ADCC↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>LG</td>
<td>28.44</td>
<td>0.23</td>
<td>52.40</td>
<td>24.96</td>
</tr>
<tr>
<td>CR</td>
<td>33.96</td>
<td>0.13</td>
<td>14.94</td>
<td>57.58</td>
</tr>
<tr>
<td>NHL</td>
<td>38.70</td>
<td>0.07</td>
<td>60.07</td>
<td>37.81</td>
</tr>
<tr>
<td>UCSB</td>
<td>32.92</td>
<td>0.11</td>
<td>15.95</td>
<td>56.02</td>
</tr>
<tr>
<td>LA</td>
<td>38.17</td>
<td>0.24</td>
<td>71.07</td>
<td>27.17</td>
</tr>
<tr>
<td>Mean</td>
<td>34.44</td>
<td>0.16</td>
<td>42.89</td>
<td>40.71</td>
</tr>
</tbody>
</table>

Also relevant to highlight the coherence indices obtained by this model, where it was observed that the proposed approach was able to reach a value higher than 30% in three of the five datasets, totaling an average of 28.38%. This indicates that this model has a better ability to generate more concise explanations.

For the results obtained by the proposed model using the DenseNet-201 network as a backbone, an average ADCC metric of 40.71% was observed, especially for the CR dataset, where the configuration used in this test was able to achieve an ADCC value of 57.58%, which is the highest metric obtained in this work. It is also important to note that this configuration had the highest average coherence index of all the models tested, with an average coherence value of 34.44%.

Taking into account the second experiment, the attention branch network model (ABN) was evaluated in the same way using the ResNet-50 and DenseNet-201 architectures. Tables 4 and 5 show the results obtained for each backbone, respectively.

Table 4: Percentage values for coherency (COH), complexity (COM), confidence drop (CD) and ADCC for the ABN model (ResNet-50), considering all datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>COH</th>
<th>COM↑</th>
<th>CD↓</th>
<th>ADCC↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>LG</td>
<td>30.05</td>
<td>0.24</td>
<td>19.72</td>
<td>52.55</td>
</tr>
<tr>
<td>CR</td>
<td>26.36</td>
<td>0.13</td>
<td>4.75</td>
<td>50.13</td>
</tr>
<tr>
<td>NHL</td>
<td>23.57</td>
<td>0.07</td>
<td>54.84</td>
<td>27.84</td>
</tr>
<tr>
<td>UCSB</td>
<td>26.70</td>
<td>0.11</td>
<td>8.39</td>
<td>50.37</td>
</tr>
<tr>
<td>LA</td>
<td>15.82</td>
<td>0.24</td>
<td>75.34</td>
<td>16.94</td>
</tr>
<tr>
<td>Mean</td>
<td>24.50</td>
<td>0.16</td>
<td>32.60</td>
<td>39.56</td>
</tr>
</tbody>
</table>

Table 5: Percentage values for coherency (COH), complexity (COM), confidence drop (CD) and ADCC for the ABN model (DenseNet-201), considering all datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>COH</th>
<th>COM↑</th>
<th>CD↓</th>
<th>ADCC↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>LG</td>
<td>21.40</td>
<td>0.23</td>
<td>47.74</td>
<td>7.71</td>
</tr>
<tr>
<td>CR</td>
<td>32.66</td>
<td>0.13</td>
<td>29.84</td>
<td>54.08</td>
</tr>
<tr>
<td>NHL</td>
<td>24.43</td>
<td>0.07</td>
<td>60.51</td>
<td>19.10</td>
</tr>
<tr>
<td>UCSB</td>
<td>13.65</td>
<td>0.06</td>
<td>11.46</td>
<td>25.08</td>
</tr>
<tr>
<td>LA</td>
<td>31.21</td>
<td>0.24</td>
<td>74.48</td>
<td>23.24</td>
</tr>
<tr>
<td>Mean</td>
<td>24.67</td>
<td>0.15</td>
<td>44.81</td>
<td>25.84</td>
</tr>
</tbody>
</table>

For the results obtained by the ABN model using the ResNet-50 as a backbone, it was observed that in three of the five datasets the ADCC metric was greater than 50%, totaling an average ADCC of 39.56%. This result is 4.16% lower in relation to the proposed model using the same backbone. It is also important to highlight the confidence drop index obtained by the architecture in the CR dataset, where a total of 4.75% was observed, the lowest value obtained in all the experiments in this study. Finally, it is worth noting the value of the coherence index obtained by the ABN model, in which an average index of 24.50% was observed, this result being 3.88% lower compared to the proposed model. These data indicate that the model was unable to generate explanations that showed more restricted areas in the image.

As for the results presented by the ABN model using the DenseNet-201 network as a backbone, low ADCC indices were observed for each of the five datasets, totaling an average ADCC of 25.84%. This result is 14.87% lower than the proposed model using the same backbone. It is also worth noting that the average coherence value obtained by this model was 24.67%, which is 9.77% lower than the model proposed in this work. These results prove the effectiveness of the modifications proposed in this study in terms of increasing the explanatory power of the models.

Finally, Figures 4 and 5 show some samples of explanations obtained by the proposed model and the ABN model, using the ResNet-50 and DenseNet-201 networks as backbones, respectively. These images show the impact of the coherence metric on the explanations generated by each model, where the explanations are expected to have smaller areas that are important for the final classification.

From the samples of explanations shown in figures 4 and 5, it could be seen that the proposed model was able to provide more concise explanations compared to the ABN model using the same backbones, a fact that is directly related to the coherence metrics obtained by each model. Therefore, it is possible to observe that the application of the proposed methodology was able to generate better explanations in the context of histological image analysis.

4 CONCLUSIONS

In this work, a proposed model was defined to improve the attention branch network architecture through the use of the CAM fostering strategy. The proposal was tested to increase the explanatory power...
of the model in the context of histological images. Thus, a pipeline was developed to train the models, as well as allow fair comparisons between the explanations generated by the proposed approach and the ABN model. In this pipeline, quantitative metrics were used to assess the quality of the explanations generated by each model.

The proposed model using the ResNet-50 network as a backbone obtained the highest average ADCC when compared to the other configurations tested (43.3%), indicating an improvement of 4.16% when compared to the ABN model using the same backbone. The model proposed using the DenseNet-201 network as a backbone showed a significant improvement in its explanatory power, reaching an average ADCC of 40.71%. This shows that the proposed model explanatory power was increased by 14.87% when compared to the ABN model using the same backbone. In addition, this configuration provided the best coherence metric in the study totaling an average of 34.44%, which indicates that this model is capable of creating explanations that emphasize only the most important regions of the image. These results prove that the modifications proposed in this work were able to improve the explanatory power of the models, and are important contributions to the development of reliable CAD systems.

For future work, we intend to investigate the impact of the modifications using other models as backbones, as well as adapting the explanation evaluation pipeline to support explanations generated by vision transformer models.
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