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Abstract: This paper explores the concept of awareness in the context of embodied artificial intelligence (AI), aiming to
provide a practical definition and understanding of this multifaceted term. Acknowledging the diverse inter-
pretations of awareness in various disciplines, the paper focuses specifically on the application of awareness
in embodied AI systems. We introduce six foundational elements as essential building blocks for an aware
embodied AI. These elements include access to information, information integration, attention, coherence, ex-
plainability, and action. The interconnected and interdependent nature of these building blocks is emphasised,
forming a minimal base for constructing AI systems with heightened awareness. The paper aims to spark a
dialogue within the research community, inviting diverse perspectives to contribute to the evolving discipline
of awareness in embodied AI. The proposed insights provide a starting point for further empirical studies and
validations in real-world AI applications.

1 INTRODUCTION

The concept of awareness does not allow itself to
be pinned down easily. Indeed, the term is found
across virtually any discipline, not rarely with differ-
ent meanings. Often it is used to describe voluntarily
directing one’s attention towards a certain aspect. In
other cases, it has a specific and circumscribed mean-
ing, seldom familiar to the uninitiated outside a par-
ticular field.

In philosophy, awareness pertains to conscious-
ness and self-awareness, with philosophers investi-
gating how mental states interconnect with physical
processes in the mind-body problem (Fodor, 1981).
Psychology finds it closely linked to consciousness
and delves into different levels of awareness, ranging
from the conscious to the subconscious and uncon-
scious. Neuroscience sheds light on the neural corre-
lates of awareness, studying brain activity associated
with conscious experiences. Researchers in neuro-
science also explore altered states of consciousness,
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such as sleep, meditation, and drug-induced states, to
unravel the neural mechanisms underlying awareness.

In this turmoil of different definitions, a complete
reconciliation is unfeasible. Furthermore, each of
these definitions is dictated by the heterogeneity of
their applications. Thus, an unifying attempt would
be counterproductive and limiting, as it would lose
the necessary specificity and detail.

We will focus on awareness applied to the field
of artificial intelligence (AI). In particular, we will
discuss what awareness means when dealing with
embodied AI (Chrisley, 2003; Pfeifer and Bongard,
2006; Duan et al., 2022).

Using its body an AI system can explore its sur-
roundings using sensorimotor behaviour, implying
that embodied AI has a certain level of control – or
agency – over what it does in the environment. For
example, a social robot can use its camera feed to
interpret visual events near it and respond appropri-
ately, and in a multi-party conversation, the robot can
use a microphone array to distinguish between speak-
ers and provide insights into what was discussed.
The applications for embodied AI are countless and
we expect embodied AI to acquire even greater rel-
evance in our everyday lives, thanks to the advent of
Large Language Models (LLM) and specifically Mul-
timodal LLMs.
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Given the ever-changing dynamics of the social
and physical world, having access to sensor data is
not sufficient. Indeed, it is necessary to integrate the
information, enabling coherent interactions between
internal representation, and eventually the system and
the outside world. As a consequence of their in-
creased autonomy from human intervention, these al-
gorithms will necessarily have to show an advanced
level of something which might best be described as
“awareness”. A quality which allows a system to ex-
hibit optimal performance, enabling them to interact
efficiently with their social and physical environment
and respond contingently and quickly to dynamic sit-
uations.

Consider for instance a system operating in a so-
cial environment, where interaction with humans is
fundamental. This can be the check-in area of a busy
metropolitan hospital, with all the complexities asso-
ciated with it: from the noisy environment to the wide
range of cultures and ages. The system could take the
form of a robot in the future, but let us imagine for
now an interactive kiosk. Currently, where kiosks are
available, they show an interface that hustles the pa-
tients through the initial part of the check-in proce-
dure. This experience is often not pleasant, especially
the first time around, and would greatly benefit from
a more human-centric approach. The system could
be empowered with an AI to facilitate a smoother and
more user-friendly check-in process, for example by
being aware of the patient’s emotions. This goes be-
yond the simple detection of a smile, as it involves es-
tablishing a common ground and complex topics such
as the Theory of Mind (Frith and Frith, 2005). The re-
sult would be an enhanced and more humanised form
of interaction, which is fundamental in delicate sce-
narios, such as the one presented.

In this paper, we identify and discuss six build-
ing blocks of an aware embodied AI, showing how
each of them is necessary and providing an illustra-
tive application. Then, we suggest how the items pre-
sented are connected and interdependent, before mov-
ing to propose a definition of awareness in this field.
While our definition is a working definition, this pa-
per contributes to the discourse on awareness and con-
sciousness in AI by offering new thoughts and per-
spectives, thereby enriching the ongoing exploration
in this field.

2 BACKGROUND

2.1 Consiusness, Awareness,
Self-Awareness

Dehaene et al. (Dehaene et al., 2017) identify two
levels of consciousness: Global Availability and Self-
Monitoring. The first represents consciousness in its
transitive meaning as in being conscious of X , the in-
formation becomes globally available to the rest of
the system for further processing. Fundamental at
this level is the mental representation of the object
of thought and the ability to report about it verbally
and non-verbally. The psychological definition of at-
tention (James, 1890) overlaps with the concept of
global availability if we exclude the previous stages
of involuntary attentional selection. The second level
identifies the reflexive meaning of consciousness, in
the sense of self-monitoring, introspection, or meta-
cognition. Confidence, reflection, meta-memory and
reality monitoring are all aspects related to this level
of consciousness or self-awareness. Importantly, the
two levels are orthogonal as one can exist without the
other.

In their position paper, Dehaene et al. state that a
machine endowed with these two capabilities would
behave as if conscious. However, a holistic imple-
mentation in which the system becomes aware of ev-
erything is currently technologically unfeasible. For a
concrete application of the definition, we find it nec-
essary to always specify the object of the awareness.
We will thus refer to awareness of something: e.g.,
awareness of the self (self-aware), awareness of the
context, awareness of our capabilities, and so on. This
limitation, in which a system is aware only of a few
aspects, carefully avoids any conscious-mimicking
behaviour.

2.2 Embodied AI

“Embodied AI is about incorporating traditional in-
telligence concepts from vision, language, and rea-
soning into an artificial embodiment” (Duan et al.,
2022). Conventional AI leverages the vast amounts of
data available on the internet from text, to multimedia
elements, to the most diverse datasets. On the other
hand, embodied AI integrates physical interaction and
sensorimotor capabilities into artificial agents. The
physical presence of embodied AI needs to be re-
flected in its training data. For this reason, egocen-
tric (first-person) perception plays a central role in
this field. First-person data consists of videos and im-
ages taken from the point of view of the agent, in this
case, the embodied system. With this new kind of
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data, it is possible to tackle new and exciting prob-
lems (Grauman et al., 2022): indexing past experi-
ences, analysing present interactions, and anticipating
future activity.

Chella et al. set to achieve awareness – specifi-
cally, self-awareness – through inner speech (Chella
et al., 2020). Inner speech can take many forms: it
can consist of just a few words or full sentences, and
it can be a monologue or a dialogue, in the case one
asks questions and answers them using both “I” and
“You”. This process is involved in self-regulation,
language functions such as writing and reading, re-
membering the goals of action, task-switching per-
formances, Theory of Mind, and self-awareness. The
system makes use of perception and action modules, it
includes proprioception of emotions, beliefs, desires,
intentions and body as well as exteroception. Actu-
ators include covert articulation and motor modules,
and everything is enabled by a set of memory modules
(Chella and Pipitone, 2020). We choose to focus on
the indispensable ingredients of awareness, since we
are not set to achieve true consciousness. This means
that several aspects, such as believes and desires – but
also goals – are not considered in our work.

3 ELEMENTS FOR AWARENESS

What are the building blocks for an aware embodied
AI? Which processes, structures and properties are
required for an aware behaviour when dealing with
the external world? In this section, we introduce six
requisites: access to information, information integra-
tion, attention, coherence, explainability, and action.
We purposefully will not cover those aspects that are
secondary nice-to-haves but do not constitute a mini-
mal base for awareness.

3.1 Access to Information

For a system to be aware of X , it must have access
to X . While this statement may seem self-evident,
we want to stress that access, in this context, extends
beyond mere availability. It encompasses the system’s
ability to effectively retrieve and process information
from the outside of the system and from other system
components, such as a memory (Wood et al., 2012).

Access to crucial information might be challeng-
ing in scenarios where an embodied AI system oper-
ates with restricted sensor capabilities or obstructed
lines of sight. Consider a robot navigating a cluttered
and dimly lit space. If its visual sensors are obstructed
or limited, the system’s access to visual cues, such as
identifying obstacles or determining the layout of the

environment, is compromised, and so is its awareness
of the surroundings.

On the other hand, in a properly designed system,
an embodied AI system can showcase effective access
to information. For instance, in an autonomous ve-
hicle equipped with advanced cameras, LiDAR, and
radar systems, the system gains access to a rich set of
data about its surroundings. At any time, the system
has access to the data, and if one of these sensors fails,
the system maintains awareness thanks to the redun-
dancy of its senses.

3.2 Information Integration

For a system to exhibit awareness of X , the integra-
tion of all data about X is essential. Integration goes
beyond access as it involves putting together and syn-
thesising information into a unified and meaningful
representation.

Without access to the visual information, the robot
in the example previously discussed finds itself lost in
the environment. Having an alternative data source,
such as a sonar, would alleviate the problem. How-
ever, the new system is susceptible to a new issue:
the two sensors could provide contrasting data. If
the robot fails to merge and integrate the information
available into a coherent model of the environment,
then it will not find itself in a better position than in
the initial situation.

Similarly, the aforementioned robot has access to
a diverse range of data sources about its surroundings.
However, it needs to maintain a coherent model of
the situation, to be aware of it. The integration of
these diverse data sources empowers the AI system to
navigate safely, showcasing a high level of awareness
of its surroundings.

3.3 Attention

Attention is a key component of awareness – or con-
sciousness, depending on the discipline that is being
considered. According to Taylor (Taylor, 2007), at-
tention is the consciousness of a stimulus. It allows
focusing on the most salient aspects while ignoring
other distractors. Real-time processing is fundamen-
tal for maintaining awareness, and attention is one of
the means to reduce the computational load of the sys-
tem.

Trivially, any system with a sound design displays
a certain form of architectural attention. Imagine a
self-driving car: the system in charge of maintaining
awareness of the surroundings will not receive data on
which radio station is playing, by design. However,
this is hardly a proper attention mechanism, as it boils
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down to simply not having access to irrelevant data.
Instead, attention is about filtering out a part of

the data, and the focus of attention can be limited to
a handful of aspects at one time. Paying attention to
a car several hundred meters behind while driving at
high speed is not necessary, as the car’s resources are
better employed to detect obstacles in front of the ve-
hicle. Nonetheless, the data about the car is still ac-
cessible, and the attention should be shifted towards
it if, for instance, it turned on the police light bars
signalling to make way.

3.4 Coherence

For embodied AI to demonstrate awareness of X , it
must exhibit coherence in the decision-making asso-
ciated with it. This involves maintaining consistency,
both during the task at hand and over time.

To showcase awareness, the AI system must ex-
hibit coherence with its own decision history. Mem-
ory, or by extension an internal model, is vital for
this process. An embodied AI should maintain an ac-
cessible record of past decisions and outcomes, and
produce consistent responses across similar scenarios,
demonstrating the system’s ability to apply past expe-
riences to comparable situations. As a consequence,
the system could be made able to learn from previous
mistakes and predict the outcome of its actions.

In the same way, the system should be stable in its
decisions during the execution of a task. It is expected
that an autonomous car will suddenly reduce its speed
when it detects an unforeseen obstacle. However, in
a normal situation, the car is expected to maintain a
constant speed showing awareness of the obstacles on
the way.

3.5 Explainability

In the context of embodied AI awareness, explainabil-
ity is a safeguard for safety and a means to account-
ability. The system must not only be aware of (X) but
also capable of elucidating its understanding and de-
cisions regarding X . The explanation can be in any
form, such as the English language or a diagram. It
has however to be factual, representing the real mo-
tivations for a certain behaviour. Indeed, post-fact
reasoning about the events that happened and why,
which any Large Language Model certainly enables,
does not add to the safety nor the accountability of the
system.

It is easy to see how a factual explanation of why
a self-driving car chose a specific course of action
is essential for passengers, regulators, and other road
users. For instance, in situations where the car over-

AccessData
Availability

Information
Integration

Memory

Coherence

Explainability

Attention

Action

Figure 1: This diagram shows the relations between the
awareness requirements presented.

rides human input or faces ambiguous road condi-
tions, clear explanations ensure accountability and ad-
herence to legal and ethical standards. While this as-
pect might appear as secondary, only a truly aware
system can provide such an explanation.

3.6 Action

An integral aspect of embodied AI is the interac-
tion with the external environment. Being aware of
a certain aspect (X) should be followed by a possible
change of the internal behaviour or an intervention in
the environment to bring about a desired change.

Consider an autonomous vehicle navigating a
busy urban area. The system being aware of its sur-
roundings is useless unless it can also modify its tra-
jectory and speed to avoid obstacles, ensuring the
safety of both passengers and others on the road. In-
tervening on the system’s behaviour is not the only
way to effect change: indeed, a system can also in-
tervene in the external environment. For example, a
smart building management system may adjust light-
ing and temperature based on occupancy patterns, to
enhance energy efficiency and user comfort.

Without the ability for a behaviour change, reac-
tive or proactive, the system’s utility diminishes. In-
deed, true awareness of a situation encompasses not
just perceiving and understanding it but also adapting
and responding effectively to its dynamics.

4 AWARENESS FOR EMBODIED
AI

The requirements presented depend strongly on each
other as shown in Figure 1. Access to internal and
external information forms the foundational layer, al-
lowing the system to perceive and collect data about
its environment and have a memory. This information
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is then subjected to information integration, where the
system combines and synthesises data into a cohesive
representation. Without access, the information inte-
gration process would have to rely passively on the
data streaming from the environment. Attention acts
as a dynamic filter, directing the system to focus on
relevant aspects and optimising real-time processing.

Action completes the loop, as the system, thanks
to the information integration, can dynamically inter-
act with and influence its surroundings. Ensuring that
the system’s decisions and actions align with its un-
derstanding, and maintaining coherence over time is
fundamental for successful and reliable interactions.
Explainability serves as a critical component, de-
manding that the system accurately justifies its deci-
sions, fostering transparency and accountability. Both
these last functionalities require access, specifically to
the memory of previous experiences.

Considering everything presented so far, we pro-
pose to call a system aware of X if:

• it has access to information about X , in the form of
data availability, memory recall and forward mod-
elling;

• it displays an attention mechanism towards X , fil-
tering out distractors;

• it can successfully integrate available information
into a model of X ;

• it can act in response to X , changing its behaviour
or intervening on the environment;

• it displays coherence in its decisions about X , with
respect to its current and previous actions;

• it is explainable in its decisions about X , using
verifiable data to justify them.

If the first measures are evidently necessary for a
working system, it can be debated that action and ex-
plainability do not play a fundamental role. However,
we argue that all the aspects presented are equally im-
portant for aware embodied AI.

In particular, the action is what distinguishes the
aware system from a passive observer. Consider for
instance a human without any motor capability: even
without a possibility to change the state of the world
that surrounds him, this subject is clearly still aware,
as long as he can change his ideas and thoughts in
response to external stimuli. However, if we know for
certain that this is not the case, we would say that the
subject is no longer aware.

On the other hand, a system that can interact with
the external world – thus possessing the action re-
quirement – but cannot explain the motivation behind
its actions, cannot be defined as truly aware as it lacks
the crucial element of transparency. Explainability

serves as the bridge between the system’s internal pro-
cesses and its external behaviour. Without the ability
to articulate the reasons behind its actions, the system
remains inscrutable, hindering our understanding and
trust in its cognitive processes.

A relevant note is to be made, that in this work
we borrowed the term awareness from studies revolv-
ing around humans, and we applied it to the world of
machines. This was permitted by the similarities be-
tween the behaviour of an aware AI with the results
of similar mechanisms taking place in humans and
has nonetheless been done before (Drury et al., 2003;
Holland, 2004; Schipper, 2014, just to cite a few).
We want to underline that the scope of this definition
is embodied AI, and it is not our intention to define
awareness for humans and living creatures. We inten-
tionally chose awareness to underline that what we
want to achieve is a subset of consciousness, which
remains a trait of mankind alone.

5 CONCLUSION

This paper initiates a conversation on practical strate-
gies for enhancing awareness in embodied AI sys-
tems. We introduce six key elements as its founda-
tions: access to information, information integration,
attention, coherence, explainability, and action. Em-
phasising their interconnected and interdependent na-
ture, we argue that these elements form a minimal
base for constructing systems with heightened aware-
ness.

While the proposed definition takes a practical ap-
proach to the topic, it’s important to note that there
is currently limited empirical evidence supporting it.
The contribution underscores the need for future stud-
ies to validate and refine these insights, ensuring their
effective implementation in real-world AI applica-
tions.

This contribution aims to spark a dialogue within
the research community, fostering a dynamic ex-
change of ideas and perspectives. Our work aims not
just to set a stage but to open a dialogue, inviting di-
verse voices to contribute to the evolving discipline of
awareness in embodied AI.
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