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Abstract: Brain-controlled robot-assisted rehabilitation is a promising approach in healthcare that can potentially and in parallel improve and partly automate the rehabilitation of motor apparatus and related brain structures responsible for movement. However, building a real-world rehabilitation system has many challenges and limitations. One of these challenges is the small size of the data that can be collected from the target group of people recovering from injured motor functions to train deep learning models recognizing motor imagery patterns. Therefore, the primary experiments with data augmentation and classification results over the collected and augmented dataset are presented.

1 INTRODUCTION

The further development of robot-assisted rehabilitation is a promising way to improve and partially automate rehabilitation processes, especially for people recovering from injured motor functions. In such cases, a robot helps people with the desired and usually predefined movement according to the person’s current movement abilities. Since motor rehabilitation is an issue of the locomotor apparatus and related brain structures responsible for movement, extending rehabilitation procedures with brain-controlled robots seems to be an exciting and promising approach.

Brain-Computer or Brain-Machine Interface (BCI or BMI) is a direct communication between the human brain and the outside world (typically computer or external devices). Non-invasive BCIs utilize electroencephalography (EEG) and event-related potential (ERP) methods and techniques; the scalp-recorded electrical activity of the human brain is collected and used to control an application or environment. Current BCI systems and applications rely on several fundamental paradigms, including detecting the brain frequencies, event-related or evoked components, (Steady-State) Visual Evoked Potentials (SSVEPs, VEPs), and Motor Imagery (MI).

MI, a mental process when people imagine performing a physical action without actually executing it, combined with measuring the related EEG signal, is considered helpful in retraining neural pathways responsible for movement. The cortical EEG signal in the alpha and beta bands exhibits a decrease in the EEG amplitude during the preparation and execution of a movement, known as Event-Related Desynchronization (ERD). Simultaneously, Event-Related Synchronization (ERS) represents an increase in the amplitude of the EEG cortical signal in the alpha and beta bands in the resting state.

Of course, considering its potential to operate successfully in real-world applications, there are many challenges and limitations to using the MI paradigm in BCI research and robot-assisted rehabilitation. It includes, e.g., the quality and interpretability of the collected EEG signal, the technology used for collecting BCI data, recognition of MI patterns, use of suitable signal processing methods, and lack of data that can realistically be collected from the target group to train deep learning models. This paper focuses on the last issue: the lack of suitable data for training deep learning models and options to successfully augment the already collected MI datasets.
The paper is organized as follows. The state-of-the-art section presents experiments, findings, and reviews that have been made in research and applications of robot-assisted and brain-controlled rehabilitation; the data augmentation methods and methods (especially deep learning methods) for EEG signal (BCI data) analysis are mainly focused. The following section, Materials and Methods, introduces readers to the dataset used and data processing and augmentation. The Results section provides the outcomes related to using augmentation techniques over a specific MI dataset and classification results using a set of various classifiers. The Discussion and Conclusions sections offer ideas about the current results and future work.

2 STATE OF THE ART

A survey on robots controlled by MI-BCIs was conducted and described in (Zhang and Wang, 2021) from several points of view: EEG evocation/BCI paradigms, signal processing algorithms, and applications. As a result, various brain-controlled robots were reviewed (from the perspective of the evocation/BCI paradigms), and relevant algorithms for EEG signal processing (including feature extraction methods and classification algorithms) were introduced. The experience with applications of the MI brain-controlled robots was also summarized.

The authors concluded that MI-BCI technology was still in the stage of rapid development, and we still faced troubles in EEG signal processing and asynchronous control. However, the innovation of hybrid BCI paradigms can enhance the patient’s participation, stimulate the patient’s intention to move, and improve the efficiency of robot-assisted rehabilitation, as well as deep learning can significantly improve the overall performance of the robot system controlled by MI-BCI (Zhang and Wang, 2021). It is believed that developing rehabilitation training robots will effectively help patients recover from injured motor functions.

The study performed by (Yang et al., 2021) aims to detect four movements of the left hand, right hand, tongue, and both feet. Analyzing the data, they found that MI tasks cause ERD and ERS over the right and left hemispheres of the motor cortex, mainly at C4 and C3 electrodes. The Cz electrode was affected primarily by MI of the feet and tongue. The measured EEG signal used two-second-long time windows (epochs) for augmentation. They used a combination of Conditional Variational Autoencoder (cVAE) and Generative Adversarial Network (GAN) as an augmentation method. For all subjects, the cross-validation metric accuracy was several percent higher when the generated data were included in the dataset.

Tang et al. (Tang et al., 2017) used a deep Convolutional Neural Network (CNN) to classify single-trial left- and right-handed MI. They selected a three-second segment of the signal divided into 50ms windows. CNN showed better results than Support Vector Machine (SVM) classifier when various feature extraction methods were used. It achieved an average classification accuracy of 86.41±0.77%, while the best result using the SVM classifier (82.61±6.15%) was achieved with the Common Spatial Pattern (CSP) feature extraction method.

Abdelfattah et al. (Abdelfattah et al., 2018) experimented with a recurrent architecture of the Generative Adversarial Network (GAN) augmentation method to extend the dataset for MI classification using the freely available PhysioNet dataset. The results showed the sensitivity of deep learning-based models to the size of the training dataset. The classification accuracy of all classifiers was better when the augmented dataset was used.

In their study, (Zhang et al., 2020) experimented with various augmentation methods to improve the classification of CNN for MI detection. They used two datasets to evaluate the classifiers and augmentation methods - freely available BCI Competition IV dataset 1 and BCI Competition IV dataset 2b. A four-second-long EEG signal (within the duration of MI) was used for the analysis. The Fréchet Inception Distance (FID) metric was used to evaluate each augmentation method. All methods except the Geometric Transformation (GT) improved classification accuracy. The best improvement (12.6%) was achieved using the convolutional GAN.

When considering more general EEG analysis based on deep learning, (Roy et al., 2019) conducted a systematic review of studies published between 2010 and 2018. Most studies (40%) used a (CNN) architecture for classification, 13% used a Recurrent Neural Network (RNN), another 13% used an Autoencoder (AE), and 7% used a combination of CNN and RNN. Only 26% of studies used intra-subject classification, 62% focused on inter-subject classification, and 8% performed both approaches. It is also interesting that only 8% of studies can be easily replicated, whereas up to 40% are impossible to replicate.

Lashgari et al. (Lashgari et al., 2020) focused their systematic review on studies and papers dealing with EEG data augmentation and deep learning methods over EEG datasets. Only 29 out of 53 studies provided classification results before and after dataset augmentation.
augmentation. The overall average improvement across all augmentation methods was 0.29±0.08%, with the best improvement using the Noise Injection (NI) method (with the overall average improvement of 0.36%), followed by the sliding window method (average improvement of 0.33%), and GAN (average improvement of 0.28%). The most commonly (62%) used classifier was CNN. The second most popular (16%) classifier was a hybrid one, the combination of Long Short-Term Memory (LSTM) and CNN. In 8% of studies, MultiLayer Perceptron (MLP) was used, and in 6% of studies, only LSTM was used.

(Ali-Saegh et al., 2021) discussed studies dealing with EEG signal processing in MI tasks; specifically, they went through 40 studies written between 2015 and 2020. The most significant proportion of studies (45.6%) focused only on detecting two MI classes, left-hand and right-hand movement. The second most frequent (31.6%) classification task dealt with detecting left-hand, right-hand, tongue, and foot movements. The most used classifier (73% of the studies) was CNN. Another 14% of studies used a hybrid architecture, typically a combination of CNN and LSTM. The most frequently (66%) used classifier activation function was ReLU, and the most frequently (47%) used learning optimizer was Adam.

Experiments aimed at detecting MI in the EEG signal are also described in (Mochura, 2021) and (Saleh, 2022). (Mochura, 2021) work involved the construction of various feature vectors as an input to a MultiLayer Perceptron (MLP). The most successful, in terms of classification accuracy, feature vector was constructed by computing ERD and ERS for each measurement. (Mochura, 2021) produced an inter-subject model, and the best average classification accuracy (90.05%) was achieved using a feature vector consisting of the calculated ERD followed by the calculated ERS. Only one class of MI was considered (movement of any limb); movement vs. resting state was classified. ERD was calculated in the alpha band, whereas the ERS was calculated in the lower beta band.

Saleh (Saleh, 2022) focused on detecting SensoryMotor Rhythm (SMR), where a band-pass filter type with cutoff frequencies of 8-13Hz was applied to each signal epoch. Either the CSP method was then applied to the filtered epochs, or the filtered epochs created directly the input to the SVM and Linear Discriminant Analysis (LDA) classifiers. The EEG signals from the C3, C4, and Cz electrodes were used. (Saleh, 2022) formed intra-subject models, i.e., a personalized model for each subject, and performed a multiclass classification where classes represented the left motion, right motion, and resting state, respectively.

When summarizing the literature review, we can state that various methods and techniques are used for processing EEG signals and detecting MI patterns. In the preprocessing phase, a band-pass filter is used for the alpha and beta bands. Then, the channels (electrodes) to be used are selected; the relevant channels are C3, Cz, and C4. The parts of the EEG signal for which an event has occurred (epochs, e.g., when the subject has been instructed to move their hand) are selected. The duration of an epoch varies, typically ranging from 2-4 seconds. Removing signal artifacts is also crucial, but this step can be quite complex, and most studies have not mentioned it.

The last step in the preprocessing phase is the selection of features. Most reviewed studies have not constructed feature vectors and used the time series of each epoch as inputs to classifiers. Other studies performed feature extraction by calculating the signal properties or converting the spectrogram into an image. (Mochura, 2021) used directly calculated ERD and ERS, and each epoch's average power decrease/increase as input features. However, other studies did not use averaging; single trials (individual epochs) were used as classifier inputs.

The time series is the most commonly used representation of the EEG signal due to the popularity of CNN. This representation is also the easiest to implement, as no feature extraction is necessary. However, the sampled signal is not usually used directly; it is first preprocessed: electrode selection, filtering, and artifact removal are generally performed as described above. To detect MI, it is necessary to use a synchronization label with the measured EEG signal. For the analysis, we are only interested in selected windows of the EEG signal around the synchronization markers; these time intervals are called epochs. Typically, MI tasks are repeated during experiments, i.e., more epochs are obtained from the EEG signal.

In addition to analyzing the signal in the time domain, it is also reasonable to analyze the signal in the frequency domain. Since MI is associated with the desynchronization (ERD) and subsequent synchronization (ERS) of the alpha and beta frequency bands, detecting motion from the EEG signal could be done by analyzing its frequency spectrum.

By extracting features from the time domain only, we do not consider the frequency spectrum features. Similarly, we lose information from the time domain by extracting features only from the frequency domain. For this reason, these characteristics are sometimes considered weak for extracting significant features (Ali-Saegh et al., 2021). The short-term Fourier transform (STFT), wavelet transform, and Hilbert filter, in particular, convert the input signal into the time-
frequency domain, thus combining information from both the time and frequency domains.

In EEG signal processing, there is a big trouble with the size of the original data that is available. The classifier is likely to produce poor results if the amount of training data is small compared to the size of the feature vectors. It is recommended to use at least five to ten times higher number of input vectors per class than it is dimensionality. Unfortunately, this requirement is troublesome because the number of input data is usually small, and the dimensionality is high (Vářeka, 2018).

Since the classification using deep learning methods in EEG signal processing is gaining popularity, a prerequisite for obtaining the expected results is to have a large training set, which should provide greater robustness and generalization capability to deep learning-based classifiers (He et al., 2021), and (Iglesias et al., 2023).

However, acquiring a large EEG dataset during experimentation takes much work. On the other hand, using a small dataset leads to overfitting and, thus, poor generalization of the trained classifier. A promising approach to deal with this problem is to use data augmentation; then, the overfitting problem is solved by using a more complex dataset to minimize the distance between the training and test datasets. There are two basic approaches for creating new artificial samples. The first approach is to make often simple changes (manipulations) to the collected feature vectors, thereby augmenting the data directly. The second approach is to use generative models to learn the distribution of the input feature vectors. One problem with data augmentation is that for specific datasets, one can reasonably quickly decide whether a new augmented data sample still resembles the original class (e.g., for an image by visual inspection). However, in EEG signal processing, it may not be so straightforward (Lashgari et al., 2020).

The methods based on feature manipulation include modifications of the input feature vectors by applying some geometric transformations (sliding window, scaling); the second approach is to add noise to the existing training data (Lashgari et al., 2020). The advantages of these algorithms are their simplicity and the relatively small number of configurable hyperparameters. Compared to generative models, they also need less data. In the context of individual transformations, it is essential to note that not all methods are suitable for EEG signal processing because they may distort the time domain of the signal, thus producing non-valid data samples (Lashgari et al., 2020).

Generative models are machine/deep learning algorithms that produce new data samples based on learned features from a training dataset. Thus, generative models aim to predict new feature vectors from a distribution similar to the original input training set. The typical generative models include Variational Autoencoder (VAE) and Generative Adversarial Network (GAN). However, based on the results of the studies, the impact of data augmentation on classification accuracy was not proved to be significant.

There is no consensus for using augmented data evaluation metrics in data augmentation studies. Most of the metrics are primarily focused on the area of machine vision because this area is where these methods are most commonly used (Iglesias et al., 2023). However, the following metrics are often used: Fréchet Inception Distance (FID), Signal-to-noise ratio (SNR), Root mean square error (RMSE), and Cross-correlation (CC).

According to the studies presented above, the most popular classifiers for MI detection have been CNN (73%), followed by RNN and a combination of both approaches (14%). Traditional classifiers such as MLP, LDA, and SVM can be a baseline for comparing classification results with more complex deep learning architectures. Some studies have also been on using transformers, e.g., (Tan et al., 2023).

3 MATERIALS AND METHODS

This section introduces the created and used MI dataset and describes the basic parameters of EEG signal preprocessing and processing methods and the augmentation techniques, classifiers, and metrics used.

3.1 Dataset

The experiment protocol to acquire EEG data using the rehabilitation robot was designed by Pavel Mochura (Mochura, 2021). Three experimenters used it to produce the resulting dataset. For the context of this paper, it is briefly described further; for a more detailed description of the protocol and the experimental process, see (Mochura, 2021).

The participant sits in a chair and holds the arm of the rehabilitation robot with his left or right hand. The actual experimental measurement is then performed by alternating resting and movement phases for the duration of the experiment (10 minutes). In the resting phase, the subject is prevented from moving the robot arm for 10 seconds. In the movement phase, the subject moves the rehabilitation robot’s arm along a predefined trajectory for 20 seconds.

The final dataset consists of data from 29
healthy subjects (men aged 21-26 and women aged 18-23). The data have been anonymized and are freely available for download at https://zenodo.org/record/7893847.

### 3.2 Data Processing

The raw signal from three electrodes (Cz, C3, and C4) was selected, four-second epochs were created, the baseline correction was performed, the epochs were undersampled to 500 Hz, epochs were filtered with a band-pass filter with a finite impulse response and cutoff frequencies of 8-30Hz, artifacts were rejected with the threshold of 100 microvolts, and the epochs were selected to balance the training classes. The feature extraction was already done; the measured voltages create the values of the feature vector. The data was randomly shuffled, and the resulting dataset was divided (80% of the data was used as a training set and 20% as a test set).

For data augmentation, the following methods were used: noise injection (NI), conditional variational autoencoder (cVAE), and conditional GAN with Wasserstein price function and gradient penalty (cWGAN-GP). All augmentation metrics mentioned above, i.e. Fréchet Inception Distance (FID), Signal-to-noise ratio (SNR), Root mean square error (RMSE), and Cross-correlation (CC)) were applied. As classifiers, the following methods were used: Linear Discriminant Analysis (LDA), Support Vector Machine (SVM), MultiLayer Perceptron (MLP), Long Short-Term Memory (LSTM), and Convolutional Neural Network (CNN). Traditional metrics (accuracy, precision, recall, and F1 score) were used to evaluate the classification results.

All experiments were performed on a computer with the following system specifications: CPU – Processor Intel(R) Core(TM) i7-6700 CPU @ 3.40GHz, 3408 Mhz, 4 Core(s), 8 Logical Processor(s), RAM – 16GB DDR4 3200MHz, GPU – NVIDIA GeForce GTX1660 O6G, and OS – Microsoft Windows 10 Pro.

### 3.3 Data Augmentation

Ten-fold cross-validation was performed; the mean and standard deviation of the ten cross-validation iterations were calculated for each classification metric. In addition to classification metrics, the training and inference (classification) time were measured. Training time was calculated as the total duration of ten-fold cross-validation, and classification time was measured as the duration of class prediction of a single feature vector. All classifiers were trained using GPU.

During the augmentation process, the original dataset was doubled. It means that the augmented training set comprised one-half of the actual EEG collected data and half of the data generated by the augmentation method.

### 4 RESULTS

The classification results provided in the following tables have the format mean ± standard deviation. A given classifier’s best classification metric result is highlighted in **bold**. The best global result of a classification metric for a given classification class is framed.

Table 1 contains resulting metrics when augmentation methods for the input data and binary classification were performed. Table 2 presents the results of classification metrics for different combinations of classifiers and augmentation methods when performing binary classification. A visual representation of accuracy from Table 2 is shown in Figure 1. Similarly, Tables 3 and 4, and Figure 2 present results for multiclass classification.

The training time (duration of ten-fold cross-validation) differed from 58 seconds for the SVM method to more than 16 minutes for the cVAE CNN in the case of binary classification and from 55 seconds (the SVM method) to more than 15 minutes for the cVAE CNN in case of multiclass classification. The classification time (for one input sample) differed from 1 millisecond (LDA-based methods) to 868 milliseconds (the cWGAN-GP LSTM method) in the case of binary classification and from 1 millisecond (LDA-based methods) to 961 milliseconds (the LSTM method).

![Time series binary classification accuracy](image)

Figure 1: Visualization of accuracy when binary classification was performed.
Table 1: Resulting metrics when augmentation methods for the input data and binary classification were performed.

<table>
<thead>
<tr>
<th>Method</th>
<th>FID</th>
<th>SNR</th>
<th>RMSE</th>
<th>CC</th>
</tr>
</thead>
<tbody>
<tr>
<td>NI</td>
<td>3243.64</td>
<td>4.207</td>
<td>1.41414</td>
<td>0.194</td>
</tr>
<tr>
<td>cVAE</td>
<td>9029.46</td>
<td>15.772</td>
<td>1.41045</td>
<td>0.489</td>
</tr>
<tr>
<td>cWGAN-GP</td>
<td>10900.1</td>
<td>2.953</td>
<td>1.41435</td>
<td>0.492</td>
</tr>
</tbody>
</table>

Table 2: Classification results when binary classification was performed.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>57.28±0.47</td>
<td>57.28±0.47</td>
<td>57.26±0.47</td>
<td>57.24±0.47</td>
</tr>
<tr>
<td>NI SVM</td>
<td>57.59±0.71</td>
<td>57.85±0.71</td>
<td>57.65±0.70</td>
<td>57.34±0.72</td>
</tr>
<tr>
<td>cVAE SVM</td>
<td>53.58±0.64</td>
<td>53.63±0.66</td>
<td>53.52±0.64</td>
<td>53.22±0.66</td>
</tr>
<tr>
<td>cWGAN-GP SVM</td>
<td>57.47±0.73</td>
<td>57.55±0.75</td>
<td>57.42±0.73</td>
<td>57.26±0.73</td>
</tr>
<tr>
<td>LDA</td>
<td>50.51±0.99</td>
<td>50.53±0.99</td>
<td>50.52±0.99</td>
<td>50.49±0.98</td>
</tr>
<tr>
<td>NI LDA</td>
<td>51.00±1.45</td>
<td>51.02±1.46</td>
<td>51.02±1.45</td>
<td>50.95±1.45</td>
</tr>
<tr>
<td>cVAE LDA</td>
<td>50.66±1.42</td>
<td>50.68±1.43</td>
<td>50.68±1.42</td>
<td>50.64±1.43</td>
</tr>
<tr>
<td>cWGAN-GP LDA</td>
<td>51.00±1.02</td>
<td>51.02±1.03</td>
<td>51.02±1.03</td>
<td>50.96±1.02</td>
</tr>
<tr>
<td>MLP</td>
<td>51.12±1.49</td>
<td>51.16±1.55</td>
<td>51.13±1.52</td>
<td>50.55±1.90</td>
</tr>
<tr>
<td>NI MLP</td>
<td>51.45±1.04</td>
<td>51.50±1.05</td>
<td>51.47±1.04</td>
<td>51.17±1.18</td>
</tr>
<tr>
<td>cVAE MLP</td>
<td>49.82±0.89</td>
<td>49.78±0.92</td>
<td>49.77±0.86</td>
<td>49.24±0.65</td>
</tr>
<tr>
<td>cWGAN-GP MLP</td>
<td>51.88±0.99</td>
<td>51.98±1.09</td>
<td>51.88±0.97</td>
<td>51.38±0.97</td>
</tr>
<tr>
<td>CNN</td>
<td>76.00±0.80</td>
<td>76.73±0.75</td>
<td>76.05±0.79</td>
<td>75.86±0.90</td>
</tr>
<tr>
<td>NI CNN</td>
<td>75.34±1.09</td>
<td>76.69±0.67</td>
<td>75.41±1.07</td>
<td>75.05±1.30</td>
</tr>
<tr>
<td>cVAE CNN</td>
<td>75.39±1.27</td>
<td>75.72±1.31</td>
<td>75.42±1.28</td>
<td>75.33±1.28</td>
</tr>
<tr>
<td>cWGAN-GP CNN</td>
<td>74.29±1.40</td>
<td>75.01±1.13</td>
<td>74.30±1.44</td>
<td>74.10±1.56</td>
</tr>
<tr>
<td>LSTM</td>
<td>53.60±1.64</td>
<td>53.62±1.65</td>
<td>53.60±1.64</td>
<td>53.55±1.62</td>
</tr>
<tr>
<td>NI LSTM</td>
<td>55.75±1.13</td>
<td>55.79±1.12</td>
<td>55.77±1.12</td>
<td>55.71±1.13</td>
</tr>
<tr>
<td>cVAE LSTM</td>
<td>53.98±1.21</td>
<td>54.00±1.20</td>
<td>53.99±1.21</td>
<td>53.95±1.25</td>
</tr>
<tr>
<td>cWGAN-GP LSTM</td>
<td>55.41±1.92</td>
<td>55.45±1.89</td>
<td>55.43±1.90</td>
<td>55.34±1.96</td>
</tr>
</tbody>
</table>

Figure 2: Visualization of accuracy when multiclass classification was performed.

5 DISCUSSION

The best classification result (76.00±0.80% accuracy) was obtained using the CNN classifier for binary classification of time series data without augmentation. The results of the other classification metrics are very similar to the classification accuracy, indicating good performance of the individual models (given the balanced representation of each classification class, this result was expected). At the same time, the CNN classifier provides statistically significantly better results than the other classifiers (based on McNemar’s test; \( p < 0.01 \)). The results also represent an improvement over those obtained in the work of (Mochura, 2021) and (Saleh, 2022). The differences between the results of the used classifiers are probably due to the high dimensionality of the individual feature vectors.

It is interesting to compare the results of binary and multiclass classification, where the best result (58.57±1.45%) of multiclass classification was achieved by the CNN on the data augmented with NI. Overall, the results of multiclass classification are significantly worse than the results of binary classification, and most classifiers did not even achieve an accuracy of 50% in multiclass classification. This fact suggests that the classifiers demonstrated some predictive ability to distinguish between the subject’s resting state and movement state but couldn’t longer
Table 3: Resulting metrics of augmentation methods when multiclass classification was performed.

<table>
<thead>
<tr>
<th>Method</th>
<th>FID</th>
<th>SNR</th>
<th>RMSE</th>
<th>CC</th>
</tr>
</thead>
<tbody>
<tr>
<td>NI</td>
<td>3303.68</td>
<td>4.206</td>
<td>1.41461</td>
<td>0.202</td>
</tr>
<tr>
<td>cVAE</td>
<td>8869.08</td>
<td>14.513</td>
<td>1.41593</td>
<td>0.442</td>
</tr>
<tr>
<td>cWGAN-GP</td>
<td>10869.6</td>
<td>3.643</td>
<td>1.4143</td>
<td>0.503</td>
</tr>
</tbody>
</table>

Table 4: Classification results when multiclass classification was performed.

<table>
<thead>
<tr>
<th>Method</th>
<th>SVM</th>
<th>Precision</th>
<th>Recall</th>
<th>F1 Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>40.35±0.82</td>
<td>40.43±0.82</td>
<td>39.82±0.79</td>
<td>39.48±0.80</td>
</tr>
<tr>
<td>NI SVM</td>
<td>38.18±1.09</td>
<td>39.56±1.08</td>
<td>37.04±0.50</td>
<td>36.15±0.53</td>
</tr>
<tr>
<td>cVAE SVM</td>
<td>38.16±0.51</td>
<td>36.88±0.66</td>
<td>39.24±0.56</td>
<td>37.97±0.58</td>
</tr>
<tr>
<td>cWGAN-GP SVM</td>
<td>40.48±0.52</td>
<td>39.30±0.95</td>
<td>39.24±0.56</td>
<td>37.97±0.58</td>
</tr>
<tr>
<td>LDA</td>
<td>35.26±1.46</td>
<td>35.34±1.45</td>
<td>35.32±1.47</td>
<td>35.20±1.42</td>
</tr>
<tr>
<td>NI LDA</td>
<td>35.02±1.11</td>
<td>35.04±1.09</td>
<td>35.06±1.06</td>
<td>34.96±1.08</td>
</tr>
<tr>
<td>cVAE LDA</td>
<td>33.58±1.27</td>
<td>33.68±1.27</td>
<td>33.64±1.33</td>
<td>33.53±1.29</td>
</tr>
<tr>
<td>cWGAN-GP LDA</td>
<td>32.94±1.33</td>
<td>33.03±1.21</td>
<td>33.00±1.21</td>
<td>32.49±1.03</td>
</tr>
<tr>
<td>MLP</td>
<td>32.92±1.55</td>
<td>33.05±1.55</td>
<td>32.92±1.52</td>
<td>32.85±1.54</td>
</tr>
<tr>
<td>NI MLP</td>
<td>32.10±0.99</td>
<td>32.01±0.90</td>
<td>31.94±1.07</td>
<td>31.70±1.15</td>
</tr>
<tr>
<td>cVAE MLP</td>
<td>34.65±1.58</td>
<td>34.37±0.91</td>
<td>34.30±1.16</td>
<td>33.29±1.74</td>
</tr>
<tr>
<td>cWGAN-GP MLP</td>
<td>57.79±1.69</td>
<td>59.36±2.47</td>
<td>57.60±1.84</td>
<td>57.17±2.08</td>
</tr>
<tr>
<td>CNN</td>
<td>54.60±1.83</td>
<td>55.39±1.50</td>
<td>54.39±1.66</td>
<td>53.98±2.06</td>
</tr>
<tr>
<td>NI CNN</td>
<td>58.57±1.45</td>
<td>60.32±1.48</td>
<td>58.43±1.48</td>
<td>57.99±1.72</td>
</tr>
<tr>
<td>cVAE CNN</td>
<td>55.97±2.71</td>
<td>58.28±2.28</td>
<td>55.77±2.60</td>
<td>54.87±3.65</td>
</tr>
<tr>
<td>cWGAN-GP CNN</td>
<td>36.54±2.20</td>
<td>36.59±2.25</td>
<td>36.47±2.22</td>
<td>36.39±2.22</td>
</tr>
<tr>
<td>LSTM</td>
<td>36.67±0.84</td>
<td>36.76±0.78</td>
<td>36.70±0.79</td>
<td>36.50±0.81</td>
</tr>
<tr>
<td>NI LSTM</td>
<td>35.44±1.56</td>
<td>35.45±1.52</td>
<td>35.37±1.60</td>
<td>35.31±1.58</td>
</tr>
<tr>
<td>cVAE LSTM</td>
<td>37.22±1.88</td>
<td>37.30±1.96</td>
<td>37.12±1.89</td>
<td>36.92±1.93</td>
</tr>
</tbody>
</table>

The impact of augmentation methods on classification results gives no reason for optimism. However, in most cases, at least one of the augmentation methods provided some improvement in classification accuracy over classification without augmentation. The low improvement values are consistent with the results provided in (Lashgari et al., 2020).

In the case of the cWGAN-GP method, the plausibility of the result is quite questionable since the method does not generate realistic data. Also of interest is the impact of the cVAE method, which, based on visual inspection and evaluated augmentation metrics, provides decent representative feature vectors but the worst classification improvement on average. One possible explanation may be that augmentation methods represent one form of regularization. The classifiers might produce simpler decision boundaries to improve generalization ability, which typically reduces classification accuracy.

Distinguish whether the movement was a left-hand or a right-hand movement.

The longer the classification time is, the longer the response time of the BCI system to the request is (in this case, to help with a movement). If the response time is too long, it is uncomfortable for the subject to use the system. Of course, the training time of the classifier also plays an important role, but the training can be done offline and is, therefore, not as important as the classification time, which must be done in real time.

It is also quite essential to note that although a fairly decent classification result (76.00±0.80%) was achieved (especially for the inter-subject model when using single-trials classification), the data were collected on a relatively small non-representative number of people (29 healthy subjects aged 19 to 25 years). However, the target user of the BCI system will be a subject who is recovering from some injured motor functions, and it is, therefore, questionable whether the physical nature of the measured EEG signal is the same as that of healthy subjects. Thus, to get more robust results, it is necessary to obtain a larger size of data from different subjects (Padfield et al., 2019).

Most hyperparameters of classifiers and augment-
tation methods have been set empirically or based on similar studies; a sophisticated search of their space could bring better classification results. It would also be worthwhile to investigate the impact of augmentation methods on classification results using more generated data. Furthermore, intra-subject models can also provide better classification results.

6 CONCLUSIONS
This paper presents the results of the augmentation and classification methods on a dataset containing data from motor imagery experiments. These experiments help to verify whether the motor imagery concept could be successfully used for real BCI-controlled and robot-assisted motor rehabilitation.

The data augmentation was performed using three methods. A single-trial inter-subject model was trained, and the MI patterns were detected using five classifiers. The best accuracy (76.00±0.80%) was obtained using the CNN classifier without dataset augmentation. Although the data augmentation and classification results are not too optimistic, they are comparable to the results obtained in the literature. They also bring some improvements compared to the previous works of (Mochura, 2021) and (Saleh, 2022).

The future work includes mainly finishing the experiments and bringing results when the frequency and time-frequency spectrum are used as representations of input feature vectors, enlarging the size of the real-world data by performing experiments with the target group of people, generating more artificial data, and training and using intra-subject models.
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