Enhancing Railway Safety: An Unsupervised Approach for Detecting Missing Bolts with Deep Learning and 3D Imaging
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Abstract: This paper delves into the realm of quality control within railway infrastructure, specifically addressing the critical issue of missing bolts. Leveraging 3D imaging and deep learning, the study compares two approaches: a binary classification method and an anomaly detection task. The results underscore the efficacy of the anomaly detection approach, showcasing its ability to identify missing bolts robustly. Utilizing a dataset of 3D images acquired from a diagnostic train, treated as depth maps, the paper formulates the problem as an unsupervised learning task, training and evaluating autoencoders for anomaly detection. This research contributes to advancing quality control processes by applying deep learning in critical infrastructure monitoring.

1 INTRODUCTION

Recent advances in computer vision and artificial intelligence (AI) in the last years, with particular attention to quality control tasks, suggest an in-depth study of the issues connected to the study, design, and development of new AI models based on deep learning. In recent years, these techniques have been applied in numerous application contexts to solve classification and regression problems or, more generally, supervision and predictions for quality control. On the one hand, the research for increasingly high-performance and specific models for Industry 4.0 application contexts is being pursued through the design and development of innovative deep learning models (such as auto-encoders or convolutional neural networks); on the other hand there is the increasing need for the characterization and evaluation of such models aimed to anomaly detection, with particular attention to unbalanced data sets, in multiple contexts (Cardellicchio et al., 2023; Jiang et al., 2019; Wan et al., 2017; Liso et al., 2023).

Anomalies detection is a process that requires a machine to build a model to detect data - for example, images - that deviate significantly from most of the information provided in input for training. In practice, the anomalies cannot be easily predicted in all their cases. Therefore, building suitable datasets covering the observed phenomenon’s variability becomes difficult. Furthermore, anomalies depend on many unknown variables and can be generated by sudden and unknown phenomena until verified (Pang et al., 2021).

Machine and deep learning techniques (or classification in general), used in a classical (or canonical) way, require a model to be retrained whenever a new case study is considered. This procedure is not straightforward to apply in real practice for many reasons: the data sets that can be created are generally very unbalanced because they contain few examples of anomalies compared to the so-called good cases; an anomaly can be so different from the others that likely represent a subclass in itself; finally, detecting complex anomalies must be as robust as possible to noise and high data variability, considering the problems presented. Therefore, there is an increasing need for a process capable of making quality control more effective and robust with deep learning techniques.

Among many other contexts where deep learning techniques can empower suitable classifiers for detecting quality control or defect issues, monitoring infrastructures such as railways requires safety-critical approaches. As discussed in (Di Summa et al., 2023), different components, such as the rail surface, rail fasteners, pantograph, catenary, etc., can be damaged due to wearing and tearing.

This paper is concerned with the problem of detecting missing bolts, which are also used in the rail-
way context as fasteners for connecting the railway tie plate with the sleeper, as shown in Figure 1. In particular, a comparative evaluation of anomaly detectors aimed at recognizing missing bolts in the railway context using a data set made of 3D images directly acquired from a diagnostic train is presented. Data are represented as depth maps handled as grayscale images for processing. It is worth pointing out that the particular use case related to a safety-critical system emphasizes the detection of possibly all defects, even if this is at the expense of a few good cases that are wrongly classified as defects.

The task is formulated as an unsupervised learning problem as it relies on training different autoencoders and testing their discriminating power on the classification performance of anomalous vs. safe images using the latent feature space of such autoencoders. The rest of the paper is structured as follows: section 2 recaps the materials and methods, with particular attention to the dataset, the comparison metrics, and the models used; section 3 describes the experiments and results and section 4 concludes the paper.

2 MATERIALS AND METHODS

2.1 Dataset Description

The analysis was performed on a dataset acquired directly from a testing railway route in Apulia, Italy. The testing train (MERMEC Group, ) was equipped with a depth camera located on the bottom part of the carriage, directly acquiring data concerning the two sides of the railway. From that, a depth image was gathered and then processed to extract 634 patches representing the structural elements of interest, that is, the elements located at the intersection between the railroad tie and the railway.

Thus, the dataset was made of 634 patches representing structural elements at the side of the sleeper, with each patch containing either a bolt (safe image) or not (unsafe image). A few examples are shown in Figure 2.

The patches were extracted from the original images using template-matching algorithms. Specifically, the extraction process started from the consideration that the railroad tie introduced a discontinuity in terms of depth between the substrate (mainly composed of gravel) and the tie itself. As such, the first derivative of the signal associated with the depth of a line parallel to the railway was considered to extract the points of interest.

After the extraction, each patch was manually labeled. The labeling process showed the strong data unbalancing of the dataset. Specifically, 580 images were labeled as safe, while only 54 as unsafe. Moreover, exclusively when framing the problem as a binary classification task described in Section 2.3.1, the dataset was divided into training and validation data, following a standard strategy of 70/30 split.

Figure 1: Fasteners are used to fix tie plates, and hence the rail itself, to sleepers.

Figure 2: Some examples of images where bolts are present on the tie plate in the first row and other images in the second row with bolts missing. Please note that these images are created from 3D data using the depth information of each pixel as its color.
2.2 Results Evaluation

The algorithms have been compared in terms of accuracy, precision, and recall. These metrics are based on the classification of examples in four groups:

- **True Positives (TP)**, that is, the number of unsafe samples which are correctly identified.
- **True Negatives (TN)**, that is, the number of safe samples which are correctly identified.
- **False Positives (FP)**, that is, the number of safe samples which are misclassified as unsafe.
- **False Negatives (FN)**, that is, the number of unsafe samples which are misclassified as safe.

It is worth pointing out that the positive class refers to unsafe samples because the problem focuses on anomaly detection. Leveraging this clustering, the metrics for precision and recall are defined respectively as:

\[
P = \frac{TP}{TP + FP} \quad (1)
\]

\[
R = \frac{TP}{TP + FN} \quad (2)
\]

The accuracy is instead defined as:

\[
A = \frac{TP + TN}{TP + FP + TN + FN} \quad (3)
\]

In the specific case, the main focus was on the recall, as it was found that minimizing the number of FN (that is, the situations where the anomaly is not detected) is critical for the specific purpose of the application.

2.3 Experimental Settings

2.3.1 Framing the Problem as a Binary Classification Task

The initial hypothesis was to exploit supervised learning models based on Convolutional Neural Networks (CNN). The problem can be framed as a binary classification, given the presence of two different classes, that is, safe and unsafe images. However, it is important to underline that, as the dataset is strongly imbalanced, the direct application of a binary classifier could not provide the most effective results based on the abovementioned metrics. As such, more advanced techniques, designed mainly to consider both the scarcity and the imbalance of data, were considered.

First, the use of self-supervised learning, specifically SimCLR (Chen et al., 2020), was considered. The approach consists of three different steps. In the first step, data are augmented via standard data augmentation techniques, specifically random crop and color manipulation techniques. In the second step, the classification problem is reframed considering positive pairs and negative pairs. On the one hand, positive pairs are pairs of images in the form \((I_o, I_p)\) where \(I_o\) is the original version of the image \(I\), while \(I_p\) is one of the results provided by the augmentation step. Conversely, negative pairs are in the form \((I_o, J_o)\), where \(J_o\) is one of the results provided by the augmentation step for another original image \(I_o\). In other words, positive pairs are composed of the original image \(I\) and an augmented version of \(I\), while negative pairs are composed of \(I\) and the augmented version of another image \(J\). This type of reframing aims to create a new classification problem where the final goal is to discern whether a pair is positive or negative; in doing so, a CNN is trained as a feature extractor and can be used on the original dataset to extract the embeddings from the original images. The third and latest step is using the embeddings extracted from the previous step as the input for a classifier.

2.3.2 Framing the Problem as an Anomaly Detection Task

The latest step was framing the problem as an anomaly detection problem. To this end, an autoencoder was selected. An autoencoder is an architecture able to extract a compact, nonlinear representation of the original data in a latent space, from which the autoencoder reconstructs the original image. Based on the assumption that the autoencoder minimizes the reconstruction error between the input image and its reconstructed version, the training loss function can be expressed in the following form:

\[
L(x) = f(\hat{x} - x) \quad (4)
\]

Where \(\hat{x}\) is the reconstructed output, \(x\) is the original input, and \(f(\cdot)\) is a function representing the error, such as the mean squared error (MSE).

The rationale behind using an autoencoder is that it will likely provide a low reconstruction error when the provided image is generated by the same data generation mechanism it has been trained on. Consequently, the reconstruction error of safe images will be significantly lower than that of unsafe images.

3 EXPERIMENTAL RESULTS

The experiments were performed using the Scikit-Learn framework (Pedregosa et al., 2011) on a machine equipped with an Intel Core i9-13900HK.
3.1 Results of the Binary Classification

When framed as a binary classification problem, three methods were selected for comparison: transfer learning an existing network trained on a general-purpose dataset (i.e., ImageNet), training a small neural network from scratch, and using a bare pre-trained network as a feature extractor. Among these approaches, only the latest one provided meaningful results. More specifically, the features extracted from the images by a ResNet50V2 network (He et al., 2016) were then provided to three different classifiers: a Support Vector Machine (SVM); a random forest (RF); a multilayer perceptron (MLP). The results achieved in terms of $P$, $R$ and $A$ are summarized in Table 1.

Table 1: Results achieved framing the problem as a binary classification using a ResNet50V2 as feature extractor and three different algorithms for the embedding classification.

<table>
<thead>
<tr>
<th>Classifier</th>
<th>$P$</th>
<th>$R$</th>
<th>$A$</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVM</td>
<td>0.45</td>
<td>0.50</td>
<td>0.48</td>
</tr>
<tr>
<td>RF</td>
<td>0.50</td>
<td>0.50</td>
<td>0.55</td>
</tr>
<tr>
<td>MLP</td>
<td>0.76</td>
<td>0.60</td>
<td>0.64</td>
</tr>
</tbody>
</table>

As Table 1 clearly shows, the achieved results are not satisfactory for either of the proposed embedding classifiers, even if the MLP scores slightly better than the others.

The next step was to evaluate the results, which were achievable using self-supervised learning via SimCLR. Specifically, the same ResNet50V2 network was used to train the feature extractor and gather the embeddings for a k-nearest neighbors classifier.

Table 2: Results achieved framing the problem as a self-supervised learning problem. ResNet50V2 is the backbone for data extraction, while the k-nearest neighbors algorithm is used to classify the data as safe or unsafe.

<table>
<thead>
<tr>
<th>Class</th>
<th>$P$</th>
<th>$R$</th>
<th>Support</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unsafe</td>
<td>0.62</td>
<td>0.33</td>
<td>15</td>
</tr>
<tr>
<td>Safe</td>
<td>0.93</td>
<td>0.98</td>
<td>144</td>
</tr>
</tbody>
</table>

As Table 2 shows, using self-supervised learning improves the results achievable by the model. However, it must be underlined that the model provides very different results for the two classes. This is mainly due to the support value (the number of samples per class used during validation), which is highly unbalanced towards the safe images.

Furthermore, the most valuable metrics in the specific use case scenario concern the unsafe images. As pointed out beforehand, this context-specific assumption is related to the fact that railway applications need to be considered as safety-critical ones; in other words, the model cannot afford to miss unsafe samples. As such, even if these values can be encouraging from a barely numeric point of view, it is essential to look for more robust and application-safe approaches from a real-world perspective.

3.2 Results of the Anomaly Detection

The last case is represented by formulating the problem as an anomaly detection. In this case, an autoencoder was trained on all the 380 safe images to develop a model that properly characterizes the data generation mechanism underneath the depth images that show a bolt on a sleeper.

Details about the architecture and the training of the autoencoder used in this work are reported as follows:

- as for the encoder, it was composed of four subsequent convolutional layers with ReLU activations;
- the latent space was made of 128 neurons;
- as for the decoder, it was structured as the encoder mirrored architecture;
- Adam optimization algorithm was used during the training.

The loss used for training the autoencoder was the MSE, defined as follows.

\[
MSE = \sqrt{\phi_D^2 - \phi^2} 
\]  

Once the training was finished, the auto-encoder was used to evaluate the reconstruction error on each one of the images on which it had been trained. This allowed to compute the statistics for the reconstruction error over the whole dataset, which were then used to define a context-based classification threshold above which it could be safely assumed that the provided image was generated from a different data generation mechanism due to a high reconstruction error. The formula for computing the threshold value was:

\[
\phi_D = \mu_D + \sigma_D 
\]  

Where $\mu_D$ is the average reconstruction error computed over the dataset $D$, and $\sigma_D$ is its standard deviation. On our dataset, $\mu_D = 0.0041$ and $\sigma_D = 0.0086$, therefore the selected threshold was $\phi = 0.0127$.

Interestingly, since the reconstruction value on safe images is near zero, the reconstructed images are closely related to the original ones. Furthermore, the low standard deviation suggests that the MSE values

GB of RAM, and an NVIDIA 4090 RTX. The following subsections describe the results achieved by the various framing of the problem.
are relatively consistent across the dataset $D$, indicating the stable performance of the autoencoder model.

When the analysis was extended to the whole dataset, accounting for the 54 unsafe images, the results shown in Figure 3 were achieved.

Table 3: Precision, recall, and accuracy values when framing the problem as anomaly detection.

<table>
<thead>
<tr>
<th>Metric</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.84</td>
</tr>
<tr>
<td>Precision</td>
<td>0.82</td>
</tr>
<tr>
<td>Recall</td>
<td>1</td>
</tr>
</tbody>
</table>

The confusion matrix highlights how the autoencoder is able to identify all the 54 unsafe samples correctly. However, as expected, 103 of the original 580 safe samples are incorrectly marked as unsafe due to the statistical formulation of the threshold $\phi_D$. Consequently, considering the unsafe class as the positive class, the values for the metrics are summarized in Table 3.

![Confusion Matrix](image)

Figure 3: Results achieved using the trained autoencoder to classify data over the whole dataset. From the confusion matrix, the autoencoder is able to correctly identify 477 safe samples out of the original 580, therefore achieving a precision of about 82%. As for the unsafe samples, all of these are correctly identified, therefore achieving a recall of 100%. As such, the overall accuracy achieved by the model is almost 84%.

However, the most important aspect is that, in this case, the detector achieves high reliability in detecting unsafe zones. In other words, using this approach in a real application guarantees that a surveyor could identify all the unsafe zones, even if a non-negligible number of false negatives are given as output, making it acceptable in the specific safety-critical context.

4 CONCLUSION AND FUTURE WORKS

This paper compared different deep-learning-based state of the art approaches for detecting unsafe zones within railways on real data. In particular, the first approach frames the problem as a binary classification one, while the other frames it as an anomaly detection task. The experiments were performed on a new dataset specifically designed to capture the presence or absence of bolts on 3D depth images, even if it is highly imbalanced due to the fact that it contains real data directly sampled from the railway. Even if the experimental results have shown that the first approaches are not able to guarantee satisfactory results given the imbalanced nature of the dataset, it has been proven that a simple yet effective strategy could be represented by studying the problem as an anomaly detection task and exploiting the capability of the autoencoders of building a compact non-linear data representation.

Future directions of this work will be initially focused on expanding the experiments by acquiring a more extensive dataset trying to capture other notable examples of unsafe situations, even if the generally good conditions of the rails and the specific context suggest that the dataset will still be highly imbalanced. Then, more complex approaches and architectures will be investigated, for example, using the autoencoder as a feature extractor. Other experiments will be aimed at solving the problem related to the requirement of a preliminary detection step: in that regard, given the availability of an adequate dataset, object detection algorithms, such as SSD and YOLO, will be considered.

Finally, the selected method should be integrated within a complete framework to assist a surveyor during maintenance tasks, possibly improving the overall user experience via highly interactive tools, such as augmented and virtual reality devices.
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