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Abstract: Given the fact that the prevalence of big data continues to evolve, the importance of information retrieval techniques becomes increasingly crucial. Numerous models have been developed to uncover the latent structure within data, aiming to extract necessary information or categorize related patterns. However, data is not uniformly distributed, and a substantial portion often contains empty or missing values, leading to the challenge of "data sparsity". Traditional probabilistic models, while effective in revealing latent structures, lack mechanisms to address data sparsity. To overcome this challenge, we explored generalized forms of the Dirichlet distributions as priors to hierarchical Bayesian models namely the generalized Dirichlet distribution (LGD-CNB model) and the Beta-Liouville distribution (LBL-CNB model). Our study evaluates the performance of these models in two sets of experiments, employing Gaussian and Discrete distributions as examples of exponential family distributions. Results demonstrate that using GD distribution and BL distribution as priors enhances the model learning process and surpass the performance of the LD-CNB model in each case.

1 INTRODUCTION

In the realm of unsupervised learning, the structure of the data remains hidden from the observer which prompted the development of probabilistic mixture models. Indeed, a powerful approach aimed at figuring out this hidden structure, given that the data comprises a mixture of multiple underlying components (Li et al., 2016). Naive-Bayes (NB) models are a type of generative mixture models known for their simplicity, accuracy, and speed, making them widely used in tasks like product recommendations, medical diagnoses, software defect predictions, and cybersecurity. In addition, researchers have shown that these models tend to outperform other approaches, such as C4.5, PEBLS, and CN2 classifiers especially in cases with small datasets (Wickramasinghe and Kalantarage, 2021). In the era of big data, it is common to encounter issues like sparsity, missing values, and unobserved data. This is often due to the fact that users have limited knowledge about the vast number of available items. Hence, employing traditional NB models won‘t be advantageous when dealing with such large-scale datasets. To tackle the sparsity problem, a generalized form of the Naive Bayes (CNB) model, was introduced (Taheri et al., 2010). This model calculates the likelihood of each class for a given feature vector by utilizing a subset of observed features, rather than incorporating all of them, thus addressing the sparsity problem. However, unlike the traditional Naive Bayes model, the CNB model does not consider the assumption of feature independence. To tackle this limitation, alternative models were suggested including multi-case model (Sahami et al., 1996), overlapping mixture model (Fu and Banerjee, 2008), aspect model (Hofmann, 2001), LDA (Blei et al., 2003), and LD-CNB model (Banerjee and Shan, 2007). Latent Dirichlet Allocation (LDA) is a probabilistic generative model of a corpus, where documents are represented as random mixtures over latent low-dimensional topic space. Assuming K latent topics, a document is generated by sampling a mixture of these topics, with each topic represented as a probability distribution over the words in the document, and then sampling words from that mixture. The key aspect of LDA is that despite the CNB model, it allows documents to be associated with two or more topics (Blei et al., 2003). The latent Dirichlet conditional Naive-Bayes (LD-CNB) model was presented as a more adaptable model since it
utilizes exponential family distribution in variational approximation for model inference and learning. In the research conducted by Banerjee et al. (Banerjee and Shan, 2007), they applied Gaussian and Discrete distributions as specific examples of such exponential family distributions. Through a comparison between the LD-CNB and the CNB models, it has been demonstrated that the LD-CNB model consistently outperforms the CNB model in terms of having lower perplexity. However, using Dirichlet as a prior distribution in the model can lead to some constraints. To address the limitations associated with the constricting negative covariance structure of Dirichlet distribution, this paper introduces an approach where we suggest employing alternative distributions, specifically the generalized Dirichlet (GD) distribution and the Beta-Liouville (BL) distribution, as priors to define the mixing weights for the data point in the model. The paper’s organization is as follows: In section 2, we provide an overview of the LD-CNB model, its instantiations for exponential family distributions such as Gaussian and Discrete distributions, and the variational Expectation Maximization algorithm used for learning and inference. Section 3 covers a review of the properties of the generalized Dirichlet (GD) distribution and the Beta-Liouville (BL) distribution, our proposed approaches, and the updated model based on each of those prior distributions. Section 4 presents the experimental results obtained from the UCI benchmark repository (Frank, 2010) and MovieLens recommendation system dataset (Harper and Konstan, 2015). Finally, in section 5, we offer our conclusions.

2 LATENT DIRICHLET CONDITIONAL NAIVE BAYES

In this section, we will examine the LD-CNB model and discuss the constraints of both the LDA model and the Naive-Bayes model, which led to the development of LD-CNB. Additionally, we will delve into the details of the variational EM algorithm and the computational steps taken to accomplish the goals of model learning and inference.

The LD-CNB model was proposed in response to the limitations of NB models in handling sparsity within large-scale data sets. Because the observer has limited knowledge regarding the magnitude of the items, the likelihood of encountering missing or unobserved values rises. Although NB models demonstrated their accuracy and ability in processing small datasets, they are still not able to handle the sparsity in the case of big data. Furthermore, in the NB model, it is assumed that features come from a single mixture component, which imposes significant limitations on the modeling capabilities of the NB model.

In order to address the challenges associated with sparsity, the Conditional Naive-Bayes (CNB) model was introduced. This model conditions a Naive-Bayes model on only a subset of observed features. Let’s assume that \( d \) represents the total number of features in the dataset, a subset of features is denoted as \( F = \{f_1, ..., f_m\} \), where \( m < d \). The conditional probability of the feature vector \( x \) is then computed as follows:

\[
p(x|\pi, \Theta, f) = \sum_{z=1}^{K} p(z|\pi) \prod_{j=1}^{m} p_{\psi}(x_j|z, \Theta, f_j)
\]  

(1)

where \( \pi \) represents prior distribution over \( K \) components. The term \( \psi \) refers to the appropriate exponential family model for feature \( f_j \) and \( p_{\psi}(x_j|z, \Theta, f_j) \) is the exponential family distribution for \( f_j \). \( z = (1, ..., K) \) and \( \Theta = \{\theta_i\} \) are defined as the parameters for the exponential family distribution.

In the context of LDA, a ‘data point’ is presented as a sequence of tokens (feature), with each token generated from the same discrete distribution, since they are considered semantically identical (Griffiths and Steyvers, 2004). In some applications, instead of considering a feature as a token, each feature is associated with a measured value, which can be real or categorical. Besides that, various features within the feature set can carry distinct semantic meanings. Because the NB model assumes that features come from the same mixture component, they took a Dirichlet prior with parameter \( \alpha \) for the mixing weight \( \pi \) to overcome the problem caused by that assumption. Therefore, the process of generating a sample \( x \) following the LD-CNB model can be outlined as follows:

1. Choose \( \pi \sim \text{Dir}(\alpha) \)
2. For each of the observed feature \( f_j \) (\( j = 1, ..., m \)):
   (a) Choose \( z_j \sim \text{Discrete}(\pi) \)
   (b) Choose a feature value \( x_j \sim p_{\psi}(x_j|z_j, \Theta, f_j) \)

When taking the model parameters into account, the joint distribution of \( (\pi, z, x) \) can be expressed as:

\[
p(\pi, z, x|\alpha, \Theta, f) = p(\pi|\alpha) \prod_{j=1}^{m} p(z_j|\pi) p_{\psi}(x_j|z_j, \Theta, f_j)
\]  

(2)

Given the feature set of the entire data set denoted as \( F = \{f_1, ..., f_N\} \), the probability of the entire data set \( X = \{x_1, ..., x_N\} \) can be calculated as follows:
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2.1 Model Learning and Inference

2.1.1 Variational EM Algorithm

Consider \( y \) as the observed data generated through a set of latent variables \( x \). Let \( \Theta \) denotes the model parameter describing the dependencies between variables. Consequently, the likelihood of observing the data can be expressed as a function of \( \Theta \). The objective is to identify the optimal value for \( \Theta \) that maximizes the likelihood, or equivalently, the logarithm of the likelihood, as illustrated in equation 4.

\[
\log p(y|\Theta) = \log \int p(x,y|\Theta) \, dx \tag{4}
\]

However, the computation of maximum log-likelihood is typically a complex task. As a solution, an arbitrary distribution for hidden variables, denoted as \( q(x) \), is defined. The marginal likelihood can then be broken down with respect to \( q(x) \) as outlined below:

\[
\log p(y|\Theta) = \log \int q(x) \frac{p(x,y|\Theta)}{q(x)} \, dx
\]

\[
- \log \int q(x) \frac{p(x|y,\Theta)}{q(x)} \, dx
\]

\[
= \mathcal{L}(q(x)|\Theta) + \mathcal{K} \mathcal{L}(q(x)||p(x|y,\Theta))
\]

The term \( \mathcal{L}(q(x)|\Theta) \) is referred to as the evidence lower bound (ELBO), serving as a lower bound for \( \log p(y|\Theta) \) due to the non-negativity of \( \mathcal{K} \mathcal{L}(q(x)||p(x|y,\Theta)) \) (Li and Ma, 2023). To achieve the maximum log-likelihood, we can either minimize \( \mathcal{K} \mathcal{L}(q(x)||p(x|y,\Theta)) \) or maximize the evidence lower bound (ELBO), denoted as \( \mathcal{L}(q(x)|\Theta) \). Consequently, rather than directly maximizing the log-likelihood, the focus is on maximizing the ELBO (Li and Ma, 2023). This approach leads to the development of a variational EM algorithm, which iteratively optimizes the lower bound of the log-likelihood.

\[
q(\pi,z|\gamma,\phi,f) = q(\pi|\gamma) \prod_{j=1}^{m} q(z_j|\phi_j) \tag{6}
\]

\( q(\pi,z|\gamma,\phi,f) \) is introduced as a variational distribution over the latent variables conditioned on free parameters \( \gamma \) and \( \phi \), where \( \gamma \) is a Dirichlet parameter, and \( \phi = (\phi_1, \ldots, \phi_m) \) is a vector of multinomial parameters. Based on the information above, the associated ELBO can be computed as follows:

\[
\mathcal{L}(\gamma, \phi; \alpha, \Theta) = \mathbb{E}_q[\log p(\pi|\alpha)] + \mathbb{E}_q[\log p(z|\pi)]
\]

\[
+ \mathbb{E}_q[\log p(x|z,\Theta)] + H(q(\pi)) + H(q(z)) \tag{7}
\]

The variational EM-step is derived by setting the partial derivatives, with respect to each variational and model parameter, to zero. The ELBO can be optimized iteratively by employing the following set of update equations:

\[
\theta(\zeta_j, f_j) \propto \exp \left( \Psi(\gamma_j) - \Psi \left( \sum_{z_j} \gamma_j \right) \right) \left[ p(\pi|\alpha) \right]^{\gamma_j} \left[ p(x|z,\Theta, f_j) \right] \tag{8}
\]

\[
\gamma_j = \alpha_j + \sum_{j=1}^{m} \theta(\zeta_j, f_j) \tag{9}
\]

As previously shown, the respective distributions for LD-CNB-Gaussian and LD-CNB-Discrete will be substituted with \( p(\pi|\alpha) \) and \( p(x|z,\Theta, f_j) \) in (8). The updated corresponding parameter \( \theta(\zeta_j, f_j) \) for each model is then calculated as follows:
• LD-CNB-Gaussian

\[
\mu(z_j, f_j) = \frac{\sum_{i=1}^{N} \phi_i(z_j, f_j) x_{ij}}{\sum_{i=1}^{N} \phi_i(z_j, f_j)} \tag{10}
\]

\[
\sigma^2(z_j, f_j) = \frac{\sum_{i=1}^{N} \phi_i(z_j, f_j) (x_{ij} - \mu(z_j, f_j))^2}{\sum_{i=1}^{N} \phi_i(z_j, f_j)} \tag{11}
\]

• LD-CNB-Discrete

\[
p_{(z_j, f_j)}(r) \propto \sum_{i=1}^{N} \phi_i(z_j, f_j) x_{ij} I(r|\mu(z_j, f_j)) + \varepsilon \tag{12}
\]

In equation 12, the term \( I(r|\mu(z_j, f_j)) \) refers to the indicator matrix of observed value \( r \) for feature \( f_j \) in observation \( x_i \).

However, using Dirichlet as a prior presents some restrictions, especially when modeling correlated topics. First, all data features are bound to share a common variance, and their sum must be equal to one. Consequently, we cannot introduce individual variance information for each component of the random vector. In addition, when using a Dirichlet distribution, we have only one degree of freedom to convey our confidence in the prior knowledge. All the entries in the Dirichlet prior are always negatively correlated which means if the probability of one component increases, the probabilities of the other components must either decrease or remain the same to ensure they still sum up to one (Caballero et al., 2012). These limitations motivated us to employ a generalized form of Dirichlet distribution, namely generalized Dirichlet distribution, and Beta-Liouville distribution as potential priors for the multinomial distribution.

3 PROPOSED APPROACHES

In this section, we provide a concise overview of the generalized Dirichlet distribution and the Beta-Liouville distribution. We then proceed to adjust the equations in accordance with these new priors.

3.1 Latent Generalized Dirichlet Conditional Naïve Bayes

To overcome the limitations associated with the Dirichlet distribution, (Bouguila and ElGuebaly, 2008; Bouguila and Ghimire, 2010), Connor and Mosimann introduced the concept of neutrality and developed the generalized Dirichlet distribution (Connor and Mosimann, 1969) which is conjugate to the multinomial distribution Najar and Bouguila (2022a). In this context, a random vector \( \vec{x} \) is considered completely neutral when, for all values of \( j \) (\( j < K \)), the vector \( (x_1, x_2, \ldots, x_j) \) is independent of the vector \( (x_{j+1}, x_{j+2}, \ldots, x_K) / (1 - \sum_j (x_1, x_2, \ldots, x_j)) \), which means that a neutral vector does not impact the proportional division of the remaining interval among the rest of the variables. By assuming a univariate beta distribution with parameters \( \alpha \) and \( \beta \) for each component of \( (x_1, x_2, \ldots, x_K) \), the probability density function for the generalized Dirichlet distribution is derived as follows:

\[
GD(\vec{x} | \alpha_1, \ldots, \alpha_K, \beta_1, \ldots, \beta_K) = \prod_{i=1}^{K} \frac{\Gamma(\alpha_i + \beta_i)}{\Gamma(\alpha_i) \Gamma(\beta_i)} x_i^{(\alpha_i - 1)} (1 - \sum_{j=1}^{i} x_j)^{\beta_i} \tag{13}
\]

where

\[
\alpha_0 = \beta_0 = 1 \quad \text{and} \quad \gamma_k = \beta_k - 1
\]

Note that \( \alpha_i, \beta_i > 0 \). For \( i = 1, 2, \ldots, K, x_i \geq 0 \) and \( \sum_{k=1}^{K} x_k = 1 \) (Epaillard and Bouguila, 2019). Assuming \( \beta_{i-1} = \alpha_i + \beta_i \), the generalized Dirichlet distribution is reduced to the Dirichlet distribution, which indicates Dirichlet distribution as a special case of the generalized Dirichlet distribution (Bouguila, 2008). The mean, the variance, and the covariance in the case of the generalized Dirichlet distribution, for \( i = 1, \ldots, K - 1 \) are as follows:

\[
E(X_i) = \frac{\alpha_i}{\alpha_i + \beta_i} \prod_{j=1}^{i-1} \frac{\beta_j + 1}{\alpha_j + \beta_j} \tag{14}
\]

\[
Var(X_i) = E(X_i) \times \left( \frac{\alpha_i + 1}{\alpha_i + \beta_i} \prod_{j=1}^{i-1} \frac{\beta_j + 1}{\alpha_j + \beta_j} - E(X_i) \right) \tag{15}
\]

\[
COV(X_i, X_j) = E(X_i) \times \left( \frac{\alpha_i}{\alpha_i + \beta_i} \prod_{j=1}^{i-1} \frac{\beta_j + 1}{\alpha_j + \beta_j} - E(X_i) \right) \tag{16}
\]

Unlike Dirichlet distribution, the GD distribution has a more general covariance structure, and variables with the same means are not obligated to have the same covariance. Moreover, for GD distribution covariance between two variables is not negative (Najar and Bouguila, 2021). This flexibility and properties of the GD distribution make it desirable prior to the topic modeling and finding the hidden structure of the data (Koochmeshkian et al., 2020).
3.2 Model Learning and Inference

Variational EM Algorithm. In the proposed approach, we consider a GD prior with parameters \( \alpha, \beta \) for the mixing weights of the data points of the model \( (\pi \sim GD(\alpha, \beta)) \), and \( \Theta \) as the model parameter. Therefore, the joint distribution of \((\pi, z, x)\) is calculated as:

\[
p(\pi, z, x|\alpha, \beta, \Theta, f) = p(\pi|\alpha, \beta) \prod_{j=1}^{m} p(z_j|\pi) p(x_j|z_j, \Theta, f_j)
\]

(17)

Following that, the variational distribution for updated model parameters is defined as:

\[
q(\pi, z|\gamma, \lambda, \Phi, f) = q(\pi|\gamma, \lambda) \prod_{j=1}^{m} q(z_j|\Phi_j)
\]

(18)

where \( \gamma \) and \( \lambda \) are the parameters for the generalized Dirichlet distribution, and \( \Phi = (\phi_1, ..., \phi_m) \) denotes a vector of parameters for the multinomial distribution.

Further, in order to determine the maximum likelihood of the data, we seek to maximize the associated lower bound (ELBO), computed as follows:

\[
L(\gamma, \lambda, \Phi, \alpha, \beta, \Theta) = E_q[\log p(\pi|\alpha, \beta)] + E_q[\log p(z|\pi)] + E_q[\log p(x|z, \Theta)] + H(q(\pi))
\]

(19)

It has been demonstrated that the GD distribution belongs to the exponential family, so its expected value is calculated by taking the derivative of its cumulant function (Appendix A). By setting the partial derivatives to zero with regard to each parameter and subsequently deriving the revised equations for variational and model parameters (equations 20-22), we can find the maximum value for the ELBO.

\[
\phi_{(z_j, f_j)} \propto p_q(x_j|z_j, \Theta, f_j) \times \exp \left( \Psi(\gamma_{z_j}) - \Psi(\lambda_{z_j}) - \left( \sum_{i=1}^{z_j} \Psi(\gamma_{i}) + \lambda_i \right) \right)
\]

(20)

\[
\gamma_{z_j} = \alpha_{z_j} + \sum_{j=1}^{m} \phi_{(z_j, f_j)}
\]

(21)

\[
\lambda_{z_j} = \beta_{z_j} + \sum_{j=1}^{m} \phi_{(z_j, f_j)}
\]

(22)

Given that the model parameter \( \Theta \) form is independent of the prior distribution, the update equations for exponential family parameters remain unchanged, as presented in (10-12).

3.3 Latent Beta-Liouville Conditional Naive Bayes

In this study, we will incorporate another distribution known as the Beta-Liouville (BL) distribution as a prior in our model. Research has demonstrated that the BL distribution offers a viable alternative to the Dirichlet and GD distributions for statistically representing proportional data. The BL distribution also serves as a conjugate prior for the multinomial distribution and, similar to the GD distribution, it has a more general covariance structure (Luo et al., 2023). The probability density function for a random vector \( \tilde{X} \) following a BL distribution with positive parameter vector \( \Phi = (\alpha_1, ..., \alpha_K, \alpha, \beta) \) is expressed as:

\[
BL(\tilde{X} | \Phi) = \frac{\Gamma(\sum_{k=1}^{K} \alpha_k)}{\Gamma(\alpha) \Gamma(\beta)} \prod_{k=1}^{K} \frac{X_k^{\alpha_k-1}}{\Gamma(\alpha_k)} \times \left( \sum_{k=1}^{K} X_k \right)^{\alpha - \sum_{k=1}^{K} \alpha_k} \left( 1 - \sum_{k=1}^{K} X_k \right)^{-\beta - 1}
\]

(23)

The Beta-Liouville distribution transforms into the Dirichlet distribution when the generator density follows a beta distribution with parameters \( \sum_{k=1}^{K} \alpha_k \) and \( \alpha_K \), as explained in (Fan and Bouguila, 2015; Bouguila, 2010). The mean, the variance, and the covariance of the Beta-Liouville distribution are calculated as follows:

\[
E(X_i) = \frac{\alpha_i}{\alpha + \beta} \sum_{k=1}^{K} \alpha_k
\]

(24)

\[
Var(X_i) = \frac{\alpha_i}{(\alpha + 1)(\alpha + \beta + 1)} \sum_{k=1}^{K} \alpha_k
\]

(25)

\[
COV(X_i, X_d) = \frac{\alpha_i \alpha_d}{\sum_{k=1}^{K} \alpha_k} - \frac{\alpha_i^2}{(\alpha + \beta)^2} \sum_{k=1}^{K} \alpha_k
\]

(26)

By considering a Beta-Liouville (BL) prior with parameter vector \( \Phi \) from which the mixing weight \( \pi \) is generated, we compute the joint distribution of \((\pi, z, x)\), the associated variational distribution, and the lower bound, respectively, as outlined below:
\begin{equation}
p(\pi, z, x | -\Phi, \Theta, f) = p(\pi | -\Phi) \prod_{j=1}^{m} p(z_j | \pi) p_{\psi}(x_j | z_j, \Theta, f_j)
\end{equation}

\begin{equation}
q(\pi, z | -\Phi, \phi, f) = q(\pi | -\Phi, \phi) \prod_{j=1}^{m} q(z_j | \phi_j)
\end{equation}

\begin{equation}
\mathcal{L}(\Omega, \phi; \Phi) = \mathbb{E}_q[\log p(\pi | \Phi)] + \mathbb{E}_q[\log p(z | \pi)] + \mathbb{E}_q[\log p(x | z, \Theta)] + \mathcal{H}(q(\pi))
\end{equation}

where, \(\Omega = (\gamma_1, ..., \gamma_K, \gamma, \lambda)\) is the Beta-Liouville parameter vector and \(\phi = (\phi_1, ..., \phi_m)\) are the multinomial parameters. The BL distribution is also a member of the exponential family (Appendix B), thus the expected value will be obtained by computing the derivative of its cumulant function (Bakhtiari and Bougila, 2016). Consequently, the corresponding variational parameters are updated as follows:

\begin{equation}
\phi(z_j, f_j) \propto p_{\psi}(x_j | z_j, \Theta, f_j) \times \exp\left(\Psi(\gamma_j) - \Psi(\sum_{j=1}^{K} \gamma_j) + \Psi(\gamma + \lambda) - \Psi(\gamma_j + \lambda)\right)
\end{equation}

\begin{equation}
\gamma_j = \alpha_j + \sum_{j=1}^{m} \phi(z_j, f_j)
\end{equation}

\section{EXPERIMENTAL RESULTS}

To evaluate the performance of our LGD-CNB and LBL-CNB models and to compare them with LD-CNB model for each experiment, we selected different sets of data. This assessment examines how three different priors affect the Gaussian and Discrete models.

\subsection{Gaussian Models}

As mentioned earlier, Gaussian models are suitable for features with real values. Table 1 displays the calculated perplexities for LD-CNB-Gaussian, LGD-CNB-Gaussian, and LBL-CNB-Gaussian models across five different datasets. These datasets are chosen from the UCI benchmark repository, in which all features are available for every instance. The model was trained using 70% of the data, and the remaining 30% was utilized for testing. Perplexity values are then computed on the testing set using equation 32, with the same number of selected features for all instances in the dataset. The perplexity values after 10 iterations are presented in Table 1. According to equation 32, lower perplexity indicates a higher log-likelihood probability, suggesting a better fit for the model.

\begin{equation}
\text{Perplexity}(X) = \exp\left\{- \frac{\sum_{i=1}^{N} \log p(x_i)}{\sum_{i=1}^{N} m_i}\right\}
\end{equation}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|}
\hline
Dataset & LD & LGD & LBL \\
\hline
Wine & 0.9936 & 0.9804 & 0.93262 \\
Balance & 0.9966 & 0.9810 & 0.9953 \\
HeartFailure & 0.9837 & 0.8792 & 0.7987 \\
WDBC & 0.9967 & 0.9943 & 0.9925 \\
Yeast & 0.9974 & 0.9963 & 0.9959 \\
\hline
\end{tabular}
\caption{Perplexity of LD-CNB, LGD-CNB, and LBL-CNB Gaussian models.}
\end{table}

Results indicate that LGD-CNB-Gaussian and LBL-CNB-Gaussian models perform better than LD-CNB-Gaussian, showing that the generalized structure of GD distribution and BL distribution makes them more suitable as prior distributions. Table 2 displays the outcomes of assessing the models on the WDBC dataset (Wolberg and Street, 1995). These results represent the averages obtained from 20 runs with distinct randomly assigned initial values. According to the table, both the LGD-CNB model and LBL-CNB model outperform the LD-CNB model, showcasing higher accuracy in those instances.

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|}
\hline
Dataset & Accuracy & Precision & Recall & F-score \\
\hline
LD & 0.63 & 0.55 & 0.075 & 0.132 \\
LGD & 0.85 & 0.75 & 0.90 & 0.828 \\
LBL & 0.82 & 0.92 & 0.55 & 0.688 \\
\hline
\end{tabular}
\caption{Accuracy, precision, recall, and f-score in percent for LD-CNB, LGD-CNB, LBL-CNB using the WDBC dataset.}
\end{table}

\subsection{Discrete Models}

To assess discrete models, we utilized the 100K MovieLens dataset from the Grouplens Research Project (Harper and Konstan, 2015). This dataset comprises 100,000 ratings (1-5) provided by 943 users for 1682 movies. Users with fewer than 20 ratings or incomplete demographic information were excluded. Due to users not rating all movies, there is sparsity in this dataset. Similar to the prior experi-
ment, we conducted the experiment on our three models and computed the perplexity for each using Equation 33.

\[
\text{Perplexity}(X) = \exp \left\{ \frac{1}{N} \sum_{i=1}^{N} \log p(x_i) \right\} \quad (33)
\]

The disparity in the number of rated movies among users serves as evidence for the dataset’s sparsity, a notable distinction between the Discrete model and the Gaussian model. Moreover, there are no constraints on the covariance of data points, implying that a user rating fewer movies does not necessitate another user to rate more. As illustrated in Figure 1, despite the sparsity, the perplexity of the LGD-CNB-Discrete model is lower than that of the LBL-Discrete model, which, in turn, is lower than the LD-CNB-Discrete model. This finding suggests that similar to real-valued features, the more general covariance structure of the GD and BL priors allows them to better describe proportional data, leading to their superior performance over the Dirichlet prior to categorical features. Additionally, the presence of two vector parameters in the GD distribution enhances its flexibility with sparse data, enabling it to assign low values effectively (Najar and Bouguila, 2022b). In this experiment, we compute similarly the accuracy, precision, recall, and F-score for this model using the testing set. Table 3 illustrates that the suggested approaches have led to an enhancement in the overall performance.

![Figure 1: Perplexity for LD-CNB-Discrete, LGD-CNB-Discrete, and LBL-CNB-Discrete.](image)

<table>
<thead>
<tr>
<th>Accuracy</th>
<th>Precision</th>
<th>Recall</th>
<th>F-score</th>
</tr>
</thead>
<tbody>
<tr>
<td>LD</td>
<td>0.83</td>
<td>0.62</td>
<td>0.052</td>
</tr>
<tr>
<td>LGD</td>
<td>0.87</td>
<td>0.75</td>
<td>0.51</td>
</tr>
<tr>
<td>LBL</td>
<td>0.86</td>
<td>0.74</td>
<td>0.39</td>
</tr>
</tbody>
</table>

5 CONCLUSION

In this paper, we have presented the incorporation of the GD and BL distributions as priors in the CNB model to address sparsity in large-scale datasets. Utilizing the Conditional Naive Bayes (CNB) model, we conditioned the model on observed feature subsets, enhancing sparsity management. The traditional approach assumed a Dirichlet distribution as a prior, LD-CNB acknowledges that feature values are generated from an exponential family distribution, varying depending on the considered feature. We have outlined the advantages of employing GD and BL distributions over the Dirichlet distribution. Our investigation into the Gaussian and Discrete distributions as exponential families for LGD-CNB and LBL-CNB models revealed that the more generalized covariance structure of GD and BL distributions makes them desirable as prior distributions for uncovering latent structures in sparse data, especially when feature vectors follow a discrete distribution.
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APPENDIX

A Exponential Form of the Generalized Dirichlet Distribution

The exponential family of distributions is a group of parametric probability distributions with specific mathematical characteristics, making them easily manageable from both statistical and mathematical perspectives. This family encompasses various distributions like normal, exponential, log-normal, gamma, chi-squared, beta, Dirichlet, Bernoulli, and more. Given a measure $\eta$, an exponential family of probability distributions is identified as distributions whose density (in relation to $\eta$) follows a general form:

$$p(x|\eta) = h(x) \exp(\eta^T T(x) - A(\eta))$$

where, $h(x)$ is referred to as the base measure, $T(x)$ is the sufficient statistic. $\eta$ is known as natural parameter, and $A(\eta)$ is defined as the cumulant function.

It has been shown that the generalized Dirichlet distribution is a member of the exponential family distributions (Zamzami and Bouguila, 2019a,b, 2022), as evidenced by its representation in the aforementioned form, as illustrated below:
GD(\(\overrightarrow{X} | \alpha_1, \ldots, \alpha_K, \beta_1, \ldots, \beta_K\)) =
\begin{align*}
&\exp \left( \sum_{k=1}^{K} \left( \log(\Gamma(\alpha_k + \beta_k)) - \log(\Gamma(\alpha_k)) \right) \right) \\
&- \log(\Gamma(\beta_k)) + \alpha_1 \log(X_1) \\
&+ \sum_{k=2}^{K} \alpha_k \left( \log(X_k) - \log(1 - \sum_{t=1}^{k-1} X_t) \right) \\
&+ \beta_1 \log(1 - X_1) + \sum_{k=2}^{K} \beta_k \left( \log(1 - \sum_{t=1}^{k-1} X_t) \right) \\
&- \log(1 - \sum_{i=1}^{k-1} X_i) - \sum_{k=1}^{K} \log(X_k) \\
&- \log(1 - \sum_{i=1}^{K} X_i) \\
\end{align*}

(35)

Based on that we can calculate the base measure, the sufficient statistic, and the cumulant function as (Bouguila, 2011):

\[ h(\overrightarrow{X}) = - \sum_{k=1}^{K} \log(X_k) - \log(1 - \sum_{k=1}^{K} X_k) \]

(36)

\[ T(\overrightarrow{X}) = \left( \log(X_1), \log(X_2) - \log(1 - X_1), \right. \]
\[ \left. \log(X_3) - \log(1 - X_1 - X_2), \ldots, \log(1 - X_1), \right) \]

\[ \log(1 - X_1 - X_2) - \log(1 - X_1), \ldots, \]

\[ \log(1 - \sum_{i=1}^{K} X_i) - \log(1 - \sum_{i=1}^{K-1} X_i) \]

(37)

\[ A(\eta) = \left( \sum_{k=1}^{K} \log(\Gamma(\alpha_k)) + \log(\Gamma(\beta_k)) \right) \]

(38)

 given \( \eta = (\alpha_1, \ldots, \alpha_K, \beta_1, \ldots, \beta_K) \).

\[ BL(\overrightarrow{X} | \alpha_1, \ldots, \alpha_K, \alpha, \beta) = \]
\[ \exp \left( \log(\Gamma(\sum_{k=1}^{K} \alpha_k)) - \log(\Gamma(\alpha + \beta)) \right) \\
- \log(\Gamma(\alpha)) - \log(\Gamma(\beta)) - \sum_{k=1}^{K} \log(\Gamma(\alpha_k)) \\
+ \sum_{k=1}^{K} \alpha_k \left( \log(X_k) - \log(\sum_{k=1}^{K} X_k) \right) \\
+ \alpha \log(\sum_{k=1}^{K} X_k) + \beta \log(1 - \sum_{k=1}^{K} X_k) \\
- \sum_{k=1}^{K} \log(X_k) - \log(1 - \sum_{k=1}^{K} X_k) \]

(39)

In this scenario, the determination of the base measure, sufficient statistic, and cumulant function is carried out as follows:

\[ h(\overrightarrow{X}) = - \sum_{k=1}^{K} \log(X_k) - \log(1 - \sum_{k=1}^{K} X_k) \]

(40)

\[ T(\overrightarrow{X}) = \left( \log(X_1), \log(X_2) - \log(1 - X_1), \right. \]
\[ \left. \log(X_3) - \log(1 - X_1 - X_2), \ldots, \log(1 - X_1), \right) \]

\[ \log(X_2) - \log(\sum_{k=1}^{K} X_k), \ldots, \right) \]

\[ \log(X_K) - \log(\sum_{k=1}^{K} X_k) \]

(41)

\[ A(\eta) = \left( \sum_{k=1}^{K} \log(\Gamma(\alpha_k)) \right) + \log(\Gamma(\alpha + \beta)) \]

(42)

 given \( \eta = (\alpha_1, \ldots, \alpha_K, \alpha, \beta) \).

**B  Exponential Form of the Beta-Liouville Distribution**

Besides the generalized Dirichlet distribution, the Beta-Liouville distribution can also be expressed in the framework of exponential family distributions as it is shown below: