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Abstract: In this study, we propose a method for acquiring a dense light field in a single shot by taking advantage of the sparsity of the 4D light field (LF). Acquiring the LF with one camera is a challenging task due to the amount of data. To acquire the LF efficiently, there are various methods like using micro-lens. However, with these methods, images are taken using a single image sensor, which improves directional resolution but reduces positional resolution. In our method, the focal length of the lens is varied, and the exposure is controlled on a pixel-by-pixel level when capturing a single image to obtain a mixed focus image, where each pixel is captured at a different focal length. Furthermore, by analyzing the captured image with an image generator that does not require prior learning, we show how to recover a LF image that is denser than the captured image. With our method, a high-density LF consisting of 5x5 images can be successfully reconstructed only from a single mixed-focus image taken under a simulated environment.

1 INTRODUCTION

Light field (LF) imaging technology has been attracting attention in recent years along with the popularity of video content, and various methods using this technology have been studied. This allows for a variety of processing that is not possible with ordinary 2D images.

Cameras that record and store this LF are called light field cameras, and there are various types depending on the imaging method. The plenoptic method (Ng, 2005), which uses a lens array, is a typical method used to acquire LF. Although this method can acquire LF with a single camera, it records 4D LF with a single image sensor, resulting in a trade-off between LF directional resolution and LF positional resolution. Various other methods have also been proposed for acquiring LF by using different imaging systems, such as apertures (Marwah et al., 2013a) (Lin et al., 2013). Recently, a learning-based method using neural networks to estimate LF from a small number of images or a single image (Inagaki et al., 2018), or a method combining a neural network (Mildenhall et al., 2020) and an improved imaging system have been proposed. However, there is a problem that a large amount of training data is required to use these methods.

In order to obtain LF more efficiently, let us consider its properties. In general, image information is sparse information, and it is known that efficient representation is possible by utilizing this property. Photography methods that take advantage of this property have also been proposed (Duarte et al., 2008). LF can be considered as a set of images taken from various viewpoints, and thus has the same properties as images. In particular, if the difference between images from different viewpoints can be assumed to be small, LF can be represented more efficiently than image information. In this study, we focus on this property of LF and propose a method for acquiring and representing high-density LF without using training data. For this purpose, we propose a mixed-focus camera that combines a lens whose focal length can be changed at high speed and exposure control on a pixel-by-pixel basis. We also show how to estimate the dense LF by analyzing the resulting mixed-focus images. While the resolution of the light field acquired by the plenoptic method is determined by parameters such as the focal length of the lens, this method can realize adaptive shooting according to the scene by changing the density of the light field acquired for each part of the image. This is expected to make it possible to acquire and store light fields more efficiently than before.
2 LF IMAGING BY MIXED-FOCUS CAMERA

2.1 Structure of Mixed-Focus Camera

First, the configuration of the mixed focus camera proposed in this study is described. Fig. 1 shows the basic structure of the mixed focus camera. As shown in the figure, in this camera, light rays passing through the variable focal length lens are reflected by a micro-mirror before entering the image sensor. The variable focal length lenses (tunable lenses) that have been on the market in recent years are capable of changing the focal length very quickly. This camera can change the focal length at high speed in sub-frame units during a single shot. The micro-mirror that reflects light rays can also realize exposure control in sub-frame units on a pixel-by-pixel basis. Here, a DLP (Digital Light Processing) chip equipped with a micro-mirror array called a DMD (Digital Micro-mirror Device) is used, and the DMDs on the DLP chip are arranged in an array, each of which operates independently and can change the tilt of the mirrors at high speed. Each of the DMDs on the DLP chip is arranged in an array, and each operates independently to change the tilt of the mirror at high speed. This makes it possible to switch the reflection to the image sensor on or off on a pixel-by-pixel. Since the DLP can switch ON/OFF several thousand times per second, it can be used to control the exposure of each pixel in sub-frame units. DLP can produce brighter images than LCD methods such as LCoS because it eliminates the need to use polarization filters.

Thus, the mixed focus camera proposed in this research can take a single image while changing the focal length and switching the DLP ON/OFF for each pixel at the same time. This makes it possible to obtain a mixed-focus image with pixels captured at different focal lengths in a single image. Furthermore, by performing multiple exposures when capturing an image, it is possible to capture not only an image captured under a single focal length, but also an image that is a mixture of images captured under multiple focal lengths. This makes it possible to increase the exposure time and capture images that are brighter and have a higher S/N ratio.

2.2 Mixed-Focus Image

Next, let us consider what kind of image is obtained when taking a picture while changing the focal length.

If the lens characteristics are ideal, the relationship between the distance $a$ to the object, the distance $b$ to the image sensor, and the focal length $f$ can be expressed by the lens imaging formula as follows:

$$\frac{1}{a} + \frac{1}{b} = \frac{1}{f} \quad (1)$$

From this equation, assuming that the distance $b$ between the lens and the imaging surface is fixed, when shooting under a certain focal length $f_1$, the focal distance $a$ between the lens and the subject changes to that corresponding to $f_1$. Therefore, the rays of light captured under $f_1$ will be the rays indicated by the blue line in Fig. 2. Therefore, these rays are recorded at the pixel that was turned on by the DMD control. If the focal length is changed to $f_2$, the focal distance is changed to $a_2$, and the rays of light shown by the red line in Fig. 2 are recorded. This makes it possible to record rays of light in different states at the same pixel. Therefore, by changing the focal length at high speed during a single shot and simultaneously controlling the exposure of the image at each focal length using DLP, it is possible to capture various light rays incident on the scene, i.e., LF. An example of a mixed-focus image acquired by the proposed LF camera is shown in Fig. 3.
3 LF IMAGE SYNTHESIS BASED ON MIXED-FOCUS IMAGE

3.1 Light-Field Reconstruction

The mixed-focus image described above is an image that contains images taken at different focal lengths in a single image. Therefore, it can be thought of as a sparse image taken with only a limited number of pixels at each focal length and then added together. In order to estimate LF from such images, this section first considers how to estimate LF from multiple images taken at different focal lengths. For the purpose of simplifying the discussion, we will consider the case where a 2D LF is acquired as a 1D image and the 2D LF is estimated from this image.

First, let us consider how to compose an image from LF. Let $I(x,u)$ denote a ray of light traveling from a point $x$ on the lens in the direction of $u$. If the distance from the lens to the imaging surface is 1 and the focal length is $f$, the incident position $x'$ of the ray $I(x,u)$ on the imaging surface can be expressed by the lens imaging formula as follows:

$$x' = x - \frac{x}{f} - u$$

(2)

Assuming that all rays incident on the lens reach the image sensor, the brightness $I(x')$ observed at $x'$ can be expressed as follows:

$$I(x') = \int I(x, -x' + x - \frac{x}{f}) dx$$

(3)

This can be regarded as a sub-aperture image $L(x,u)$, where $L(x,u)$ is the set of rays passing through the point $x$ on the lens, and the sub-aperture images are added together by translating them in accordance with the focal length.

This can be regarded as a sub-aperture image $L(x,u)$, where $L(x,u)$ is the set of rays passing through the point $x$ on the lens, and the sub-aperture images are added together by translating them in accordance with the focal length. If multiple images with different focal length $f$ are obtained, the relationship between the equations can be obtained for each focal length as a simultaneous Eq. (3). Therefore, if a larger number of focal length images than the density of LF to be estimated can be obtained, LF can be estimated by solving the obtained simultaneous equations. However, the number of pixels that can be captured at each focal length is limited in the mixed-focus images used in this study. Therefore, a more efficient method of representing and estimating LF is needed.

3.2 Light Field Representation

Let us consider LF as a set of sub-aperture images taken from different viewpoints. In this case, light uniformly irradiated in all directions from objects in the scene, i.e., diffuse reflection components, can be represented by applying a disparity-based viewpoint transformation to the image taken from a certain viewpoint. On the other hand, specular reflection components and areas hidden by occlusion cannot be represented by this method. However, since such components are very rare in general scenes, they can be represented as sparse images.

In this study, Deep Image Prior (DIP) (Ulyanov et al., 2018) is used to represent the all-in-focus image. In this DIP, a noise image is input to a neural network with an Encoder-Decoder structure, and the image is obtained by optimizing the parameters of the neural network according to the objective. This enables image inpainting and noise reduction without the need for training data (Hashimoto et al., 2021). In the following, the image obtained under the network parameter $\theta$ with noise $N$ input is denoted as $I(N, \theta)$. Thus, estimating the all-in-focus image is equivalent to finding the optimal $\theta$.

Next, we consider how to apply a viewpoint transformation to the all-in-focus image $I(N, \theta)$ to represent sub-aperture images from different viewpoints. To perform a viewpoint transformation, the disparity per pixel between the two images can be estimated, and each pixel can be shifted using this disparity. However, such pixel shifting operations are highly nonlinear and difficult to use in an optimization framework. In this study, we use a disparity transformation method using weight maps (Luo et al., 2018). In this method, an image $I_j$ is prepared for the image to be transformed by shifting the image by $T_j$ pixels. Assuming that a mask image $W_j$ is obtained, where the disparity of a pixel is set to 1 when the disparity is $T_j$ and 0 otherwise, the disparity transformed image $I'$ can be generated as follows:

$$I' = \sum_j \text{diag}(W_j)I_j$$

(4)

In other words, if $W_j$ can be estimated appropriately, viewpoint transformation can be applied without shifting pixels. Furthermore, since disparity is determined by the depth of an object, a common $W_j$ can be used for all sub-aperture images by preparing an appropriate shifted image. In other words, the $I'_d$ image at the $k$th viewpoint can be described as follows:

$$I'_d = \sum_j \text{diag}(W_j)I_{d,k}$$

(5)
where \( I_{jk} \) is the image shifted by the quantity image corresponding to \( W_j \) in the viewpoint \( k \) direction. This method allows the viewpoint transformation to be described using only linear operations. As mentioned above, the weight map is a binary image with a value of 0 or 1. In this study, however, the weight map is assumed to have continuous values between 0 and 1 to represent sub-pixel disparity. If the depth change can be assumed to be smooth, \( W_j \) is a flat image. Therefore, when estimating \( W_j \), it is possible to obtain \( W_j \) stably by minimizing the Total Variation of \( W_j \).

The sub-aperture image thus obtained consists only of diffuse reflection components. Therefore, by adding an image \( I_{jk} \) with components other than these, the sub-aperture image \( I' \) is expressed as follows:

\[
I' = I_{jk} + I_{k}\text{.}
\]

where \( I_{jk} \) is different for each viewpoint, the number of parameters to be obtained is huge. However, since \( I_{jk} \) can be assumed to be a sparse image as mentioned above, its estimation can be achieved by adding the minimization of its L1 norm and Total Variation as a regularization. As described above, in this method, LF is represented as the network parameter \( \theta \), the weighted image \( W_j \) with respect to disparity, and the non-diffuse reflection component \( I'_{jk} \) for each viewpoint, and these are estimated from the mixed focus image.

### 3.3 Estimation of LF

Since sub-aperture images were obtained by Eq. (6), an image \( I'_f \) taken under an arbitrary focal length \( f \) can be computed by applying a synthetic aperture based on Eq. (3) to these images. Let \( M_f \) denote the image showing the pixels that were exposed when the focal length \( f \) was used to capture the mixed-focus image. This \( M_f \) is a mask image that has 1 pixel if an exposure was made at a certain pixel and 0 otherwise. Using this image, the mixed focus image \( I'_m \) based on the estimated LF can be expressed as follows:

\[
I'_m = \sum_{f \in \mathcal{F}} \text{diag}(M_f)I'_f
\]

where \( \mathcal{F} \) is the set of focal lengths used in the imaging. Therefore, the evaluation function to be minimized is the weighted sum of the difference and regularization between the generated mixed-focus image \( I'_m \) and the mixed-focus image obtained by the imaging.

\[
E = |I'_m - I_m|_1 + \lambda_1 \sum_j |W_j|_1 + \lambda_2 \sum_k (|I'_{jk}|_1 + |I'_{k}|_1)
\]

where \( \lambda_1 \) and \( \lambda_2 \) are weight parameters for regularization, and \( | \cdot |_1 \) denotes total variation. Therefore, the evaluation function to be minimized is the weighted sum of the difference and regularization between the generated mixed-focus image \( I'_m \) and the mixed-focus image obtained by the imaging. Overview of the light field estimation in our proposed method shows in Fig.4.

### 4 EXPERIMENTAL RESULTS

To evaluate the LF reconstruction from mixed-focus images proposed in this study, we conducted an experiment using synthetic images. In this experiment, images taken at various focal lengths were combined using the synthetic aperture method from LF data in the Synthetic Light Field Archive (Marwah et al., 2013b), and then added together with masking to obtain a mixed focal length image. In this experiment, 8 images taken under 8 focal lengths were created. The focal length was adjusted so that the distance in focus varied between 124 cm~131 cm in 1 cm increments. From the 8 images, 4 images were randomly selected for each pixel and added together to obtain a mixed-focus image. The obtained images are shown in Fig. 5. From this image, 25 sub-aperture images were estimated using the proposed method. The estimated LF images and their true value images are shown in Fig. 6 and Fig. 7, and the estimated disparity image synthesized from the estimated weight maps are shown in Fig. 8. In addition, the quantitative evaluation of sub-aperture images is also shown in the Tab. 1. In this table, the central viewpoint image is set as the origin (0,0), and the RMSE between the estimated image and the ground truth for each sub-aperture images and their average RMSE are shown. The result shows that the restored images are very close to the ground truth. The average RMSE of the restored sub-aperture images is 5.73, indicating that the LF is restored with high accuracy. Moreover, the difference images between the estimated sub-aperture images and the ground truth are shown in Fig. 9. No particularly large difference is observed in the difference images. These results confirm that the proposed method can estimate high-density LF without using training data.

Figure 4: Overview of light field reconstruction.
5 CONCLUSION

In this paper, we propose a method for LF estimation from mixed-focus images captured by a mixed-focus camera that performs pixel-by-pixel exposure control while changing the focal distance. The proposed method shows how to efficiently recover the LF by separating the LF into an all-in-focus image, a disparity image, and a non-diffuse reflection component. Simulation experiments showed that the proposed method is capable of recovering the LF appropriately. We plan to conduct demonstration experiments using actual equipment in the future.
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