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Abstract: Digital Therapeutics (DTx) are typically considered as patient-facing software applications delivering behavior change interventions to treat non-communicable diseases (e.g., cardiovascular diseases, obesity, diabetes). In recent years, they have successfully developed into a new pillar of care. A central promise of DTx is the idea of personalizing medical interventions to the needs and characteristics of the patient. The present literature review sheds light on using reinforcement learning, a subarea of machine learning, for personalizing DTx-delivered care pathways via self-learning software agents. Based on the analysis of 36 studies, the paper reviews the state of the art regarding the used algorithms, the objects of personalization, evaluation methods, and metrics. In sum, the results highlight the potential and could already demonstrate the medical efficacy. Implications for practice and future research are derived and discussed in order to bring self-learning DTx applications one step closer to everyday care.

1 INTRODUCTION

Digital Therapeutics (DTx) promise the delivery of personalized therapies independent of place or time directly to the patient (Fürstenau et al., 2023; Nahum-Shani et al., 2023). Internally, most DTx applications provide behavior change interventions via dedicated techniques (e.g., self-monitoring, feedback, goal-setting) like a virtual coach (Lee et al., 2023; Weimann et al., 2022). Therefore, DTx are, especially for behavior-modifiable diseases such as obesity, diabetes, or substance use disorders, an emerging therapy complement or alternative (Hong et al., 2021).

However, one of the grand challenges is to technically realize the idea of “personalized medicine” within DTx. Following the definition proposed by the European Union (2015), personalized medicine generally refers to “tailoring the right therapeutic strategy for the right person at the right time,…”. Prior research on digital health interventions revealed that personalization is not only vital for the intervention outcome but also system use adherence (Kankanahalli et al., 2021; Wei et al., 2020). For example, when the patient becomes disengaged and stops using the system because it does not address personal needs, the system cannot have any further impact at all.

When implementing personalized digital health interventions, developers broadly face two options: handcrafted rules and data-driven machine learning/artificial intelligence (AI) (Nahum-Shani et al., 2018). Rule-based approaches are particularly suitable when there is enough explicit knowledge available on how to adapt the system for the user based on the values of contextual variables. However, static rules are limited by the given expert knowledge on the individual, and the system is not able to adapt the rules by itself (i.e., self-learning). For instance, these rule-based systems do not take into account that the preferences of the user might even change unforeseeably over time. In contrast, algorithms from the area of reinforcement learning (RL) do not necessarily rely on knowledge about the user beforehand and are able to capture dynamic changes over the course of the intervention.

Generally speaking, RL algorithms learn to make decisions from a continuous interaction loop with the environment, to which the patient also belongs (Sutton and Barto, 2018). Consequently, the system gets to know the user better and better over the course of interaction. This enables the system to learn which interventions led to the intended effects (i.e., were...
beneficial for the user) and repeat them while leaving room for changes over the therapy course. Compared to the other machine learning paradigms (supervised and unsupervised learning), RL algorithms learn similarly to humans by “trial and error” and, therefore, do not necessarily rely on existing training data (Janiesch et al., 2021). Thus, RL goes beyond and provides a powerful framework for building intelligent software agents delivering personalized health behavior change interventions.

Previous literature reviews focused on the use of RL for personalization in general (across domains) (den Hengst et al., 2020), machine learning in personalized health systems (also for behavior change) (Oyebode et al., 2023) or the use of RL in the entire health domain (e.g., also medical imaging, diagnostics) (Coronato et al., 2020). However, the most recent published review by Oyebode et al. (2023) identified a mere of three papers which applied RL. This highlights the need for a more targeted literature search and analysis to capture the full spectrum of RL in the context of health behavior change applications. To the best of our knowledge, no paper provided a detailed “zoom-in” view on the state of the art here yet. The present paper aims to address this gap by answering the following research questions:

- **RQ1:** Which RL algorithms have been applied?
- **RQ2:** What do the algorithms exactly personalize regarding the specific health scenario?
- **RQ3:** How was the efficacy, efficiency, and clinical safety of the algorithms evaluated?

The remainder of this paper is structured as follows. Section 2 presents the theoretical background of the RL problem and available classes of learning algorithms. Afterward, the research method is described. The results of the review are presented in section 4, and trends, implications for practice, and research are discussed in section 5.

## 2 BACKGROUND

The reinforcement learning problem is characterized by an intelligent agent (i.e., the software application) that interacts with the environment (i.e., the patient) in a continuous feedback loop (Sutton and Barto, 2018). The intelligent agent chooses an action drawn from a set of actions (e.g., health recommendations) that might change the state of the environment observed by the agent (e.g., therapy-relevant parameters change). Afterward, the agent receives a reward produced from the environment that numerically expresses how successful the action has been regarding a particular goal (e.g., increasing the daily activity of the patient). The mathematics behind RL is grounded in Markov decision theory consisting of states, actions, a reinforcement signal (reward), and transition function (Kaelbling et al., 1996). Thus, the task of the agent is to learn an optimal policy to choose an action (based on the current state) that maximizes the reward received from the environment. However, in order to maximize the reward, the agent needs to explore different actions and their effects to be able to exploit “the best” (optimal) discovered action. To address this exploration-exploitation tradeoff, several strategies have been proposed (Lattimore and Szepesvári, 2020).

For example, the so-called epsilon-greedy strategy chooses the best action sometimes (with a probability of ε) and explores randomly otherwise (probability of 1-ε). In contrast, more advanced strategies are Upper Confidence Bound (UCB) or Thompson-Sampling (White, 2013). UCB decides on the action with the highest potential for maximizing the reward by calculating the sum of the current action value and a measure of uncertainty. The uncertainty measure decreases as the agent gains more knowledge about the user. Consequently, the balance of exploration and exploitation automatically changes towards exploitation over time instead of a constant probability (e.g., epsilon-greedy). In comparison, Thompson Sampling chooses the action with the highest expected reward by estimating the reward distribution based on Bayesian inference (Agrawal and Goyal, 2012). These strategies are fundamentally rooted in the concept of the bandit problem (Sutton and Barto, 2018).

Multi-armed bandit (MAB) algorithms assume a simplified RL setting. The basic idea of MABs can be explained in analogy to slot machines in casinos (also called “one-armed bandits”). Assuming that there are multiple bandits in a row with different reward distributions, the general goal is to explore and then exploit the bandit that maximizes payoff. Problems where these reward distributions can change over time (e.g., patient preferences change), are referred to as non-stationary (Mintz et al., 2020). MABs can be further classified into algorithms that do not consider the context at all (i.e., stateless, just learn an action-reward relationship) and contextual MABs that do. Contextual MABs (CMABs) rely on building a predictive model (e.g., logistic regression) for estimating the arm’s value based on the context (Li et al., 2010). Overall, MABs and CMABs assume a one-step decision horizon and thus only maximize the immediate reward. In contrast, multi-step RL (“full RL”) assumes that a decision for an action can also impact
the choice of subsequent decisions and influence the state. For example, when the intelligent agent has prompted the patient to go out for a walk in the morning, the same recommendation for a second activity in the afternoon might not maximize the long-term cumulative reward as the patient could become bored (Philipp et al., 2019). Figure 1 illustrates the differences between MABs, CMABs, and the full RL problem.

3 METHOD

For addressing the formulated research questions, a systematic literature review based on the methodology by Webster and Watson (2002) and the PRISMA guidelines (Moher, 2009) was conducted. For the literature search, the databases Scopus, Web of Science, and PubMed were selected. The search query (see Figure 2) was composed of terms describing the concept of personalization, health, reinforcement learning, as well as digital technologies and delivery channels (concatenated with an “AND” operator). Two authors were involved in the overall literature search and analysis process. The literature search was initially conducted in February and was updated at the beginning of November 2023. The scope of the literature search was limited to the fields of title, abstract, and keywords (only Web of Science and Scopus). Only peer-reviewed journal articles and conference papers written in English and published between 2010 and 2023 were included in the review. Overall, the literature search in databases yielded 1242 results. Additionally, three studies were included that employed RL algorithms and were identified in the related work by Oyebode et al. (2023). After duplicate removal, the 764 remaining papers were screened for relevance to the research goals based on title and abstract. After screening for relevance, the full text was screened. Due to the still low maturity of this research topic, we decided also to include study protocols. However, we excluded review articles (E1), articles that did not focus on long-term health behavior change (E2), not report what was exactly personalized using RL (E3), not describe the algorithmic approach (E4), not focus (or plan to focus) on an application for the patient as end-user (E5), not conducted or described an evaluation of the RL approach (e.g., mere system description) (E6), and studies that only used a synthetic data set to investigate the RL algorithm (i.e., no real-world data including (states), actions and rewards) (E7). When related papers described the same application and had the same research goals, we included only the paper(s) with the most comprehensive evaluation in terms of real-world evidence and excluded the others (E8). This criterion aims to ensure
Table 1: Included studies (ST = Stress, PA = Physical Activity, D = Diet, HL = Health Literacy, UE = User engagement, WL = Weight loss, EM = Emotion/Mood, S = Sleep, MA = Medication adherence, QR = Questionnaire response rate, E = Effort, SAR = Substance abuse risk).

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>Paredes et al. (2014)</td>
<td>ST</td>
<td>S20</td>
<td>Zhu et al. (2021)</td>
</tr>
<tr>
<td>S2</td>
<td>Rabbi et al. (2015)</td>
<td>PA, D</td>
<td>S21</td>
<td>Wang et al. (2021a,b), Sporrel et al. (2022)</td>
</tr>
<tr>
<td>S3</td>
<td>Yom-Tov et al. (2017)</td>
<td>PA</td>
<td>S22</td>
<td>Tomkins et al. (2021)</td>
</tr>
<tr>
<td>S4</td>
<td>Zhu et al. (2018a)</td>
<td>PA</td>
<td>S23</td>
<td>Hu et al. (2021)</td>
</tr>
<tr>
<td>S5</td>
<td>Zhu et al. (2018b)</td>
<td>PA</td>
<td>S24</td>
<td>Di et al. (2022)</td>
</tr>
<tr>
<td>S6</td>
<td>Zhu et al. (2018c)</td>
<td>PA</td>
<td>S25</td>
<td>El Hassouni et al. (2022)</td>
</tr>
<tr>
<td>S7</td>
<td>Rabbi et al. (2018)</td>
<td>PA</td>
<td>S26</td>
<td>Piette et al. (2022)</td>
</tr>
<tr>
<td>S8</td>
<td>Zhou et al. (2018a,b)</td>
<td>PA</td>
<td>S27</td>
<td>Ameko et al. (2020), Beltzer et al. (2022)</td>
</tr>
<tr>
<td>S9</td>
<td>Delmas et al. (2018)</td>
<td>HL</td>
<td>S28</td>
<td>Aguilera et al. (2020), Figueroa et al. (2022)</td>
</tr>
<tr>
<td>S10</td>
<td>Gonul et al. (2018)</td>
<td>UE</td>
<td>S29</td>
<td>Bertsimas et al. (2022)</td>
</tr>
<tr>
<td>S11</td>
<td>Pelle et al. (2019, 2020)</td>
<td>UE</td>
<td>S30</td>
<td>Albers et al. (2022)</td>
</tr>
<tr>
<td>S12</td>
<td>Forman et al. (2019)</td>
<td>WL</td>
<td>S31</td>
<td>Zhou et al. (2023)</td>
</tr>
<tr>
<td>S13</td>
<td>Mintz et al. (2020)</td>
<td>PA</td>
<td>S32</td>
<td>Piette et al. (2023)</td>
</tr>
<tr>
<td>S14</td>
<td>Liao et al. (2020)</td>
<td>PA</td>
<td>S33</td>
<td>Tragos et al. (2023)</td>
</tr>
<tr>
<td>S15</td>
<td>Daskalova et al. (2020)</td>
<td>S</td>
<td>S34</td>
<td>Tong et al. (2023)</td>
</tr>
<tr>
<td>S16</td>
<td>Gasparetti et al. (2020)</td>
<td>WL</td>
<td>S35</td>
<td>Gray et al. (2023)</td>
</tr>
<tr>
<td>S17</td>
<td>Emminini et al. (2021)</td>
<td>MA</td>
<td>S19</td>
<td>Figueira et al. (2021)</td>
</tr>
<tr>
<td>S18</td>
<td>Lauffenburger et al. (2021)</td>
<td>MA</td>
<td>S20</td>
<td>Zhu et al. (2021)</td>
</tr>
<tr>
<td>S19</td>
<td>Figueira et al. (2021)</td>
<td>EM</td>
<td>S21</td>
<td>Wang et al. (2021a,b), Sporrel et al. (2022)</td>
</tr>
</tbody>
</table>

that our review is based on the most robust and extensive research available. However, related papers providing complementary insights for our research questions were included. Finally, papers that did not fit within the scope of our review were excluded (E9).

In total, n = 26 papers were identified from the database search and satisfied the selection criteria. To identify additional studies, a forward and backward search was conducted based on these papers, resulting in the identification of 16 additional papers. Papers were categorized as part of the same overarching study (denoted as S) when both the medical use case and the algorithm employed remained unchanged. Overall, the final analysis set comprised 42 papers referring to 36 studies (see Table 1). Figure 2 illustrates the overall literature search process.

4 RESULTS

4.1 General Characteristics

When conducting a descriptive analysis regarding the time of publication of the analyzed papers, it becomes evident that there has been a growing interest regarding RL for personalizing health behavior change interventions (see Figure 3).

When taking a look at the study participants based on the origin of the training data, n = 18 studies inves-
by health professionals) \( (n = 2) \) or mobile messages and phone calls \( (n = 1) \).

### 4.2 Optimization Goal (Reward)

By taking the nature of the reward function variables into account, the optimization goals could be broadly classified as health- and system-usage-related. Both health- and usage-related goals were operationalized subjectively (e.g., perceived easiness \( S7 \), motivation \( S20 \), subjective stress assessment \( S1 \)) or through more objectively gathered measures (e.g., step count \( S4, S5, S6, S22 \), minutes of activity performance \( S3, S7 \), questionnaire completion \( S23 \)). Interestingly, one study \( S12 \) considered economic aspects in the reward function by taking into account the time a therapist spends on an intervention as an alternative to solely computer-generated messages.

For the present literature analysis, the research was analyzed based on the nature of the immediately underlying (i.e., proximal) constructs that were operationalized in the reward function. For example, even though an app designed to promote physical activity often also leads to weight loss, it was assigned to the "physical activity" category in this study unless body weight was also operationalized.

As depicted in Figure 4, a significant proportion of the analyzed studies \( (n = 15) \) focused on optimizing the physical activity of the patient using corresponding reward measures. It should be noted that the reward of the agent can be also composed of multiple variables (e.g., in an additive or multiplicative manner). For example, in \( S7 \), a reward score was calculated by multiplying the perceived easiness (daily survey) and minutes of activity. Likewise, \( n = 3 \) studies aimed to optimize the patient’s more holistic health status and therefore combined multiple variables expressing different dimensions (e.g., physical activity, health literacy, pain, HbA1c reduction, quality of life) \( (S24, S26) \). Other studies aimed to optimize user

<table>
<thead>
<tr>
<th>Population of user data</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>General population ( (n = 18) )</td>
<td>S1, S2, S4, S5, S6, S8, S10, S15, S16, S19, S20, S21, S25, S28, S33-S36</td>
</tr>
<tr>
<td>Patients with hypertension</td>
<td>S14, S17, S22, S29</td>
</tr>
<tr>
<td>Patients with type 2 diabetes</td>
<td>S3, S18, S24, S28</td>
</tr>
<tr>
<td>Anxiety and/or depression</td>
<td>S23, S27, S28</td>
</tr>
<tr>
<td>Overweight/obese people</td>
<td>S12, S13, S31</td>
</tr>
<tr>
<td>Patients with chronic pain</td>
<td>S7, S26</td>
</tr>
<tr>
<td>Other</td>
<td>Children with asthma ( S9 ), Patients with osteoarthritis ( S11 ), Tobacco smoking people ( S30 ), Patients with opioid-abuse risk ( S32 )</td>
</tr>
</tbody>
</table>

Table 2: Overview of the user data populations.

<table>
<thead>
<tr>
<th>Intervention delivery platform</th>
<th>Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mobile App ( (n = 15) )</td>
<td>S1, S2, S7, S8, S10, S11, S15, S17, S18, S21, S22, S25, S28, S33, S36</td>
</tr>
<tr>
<td>Simulation testbed with data from ( m )Health study ( (n = 11) )</td>
<td>S4, S5, S6, S13, S14, S16, S21, S22, S23, S27, S29</td>
</tr>
<tr>
<td>Web application</td>
<td>S9, S20, S30, S34, S35</td>
</tr>
<tr>
<td>SMS</td>
<td>S3, S19</td>
</tr>
<tr>
<td>Phone calls (automated and by human)</td>
<td>S26, S32</td>
</tr>
<tr>
<td>Other</td>
<td>Simulation testbed with data from EMR ( S24 ), data from online weight loss platform ( S31 ); Mobile messages and phone calls ( S12 )</td>
</tr>
</tbody>
</table>

Table 3: Overview of the employed RL-based intervention delivery platforms.
engagement \((n = 5)\), emotion/mood \((n = 2)\), weight loss \((n = 2)\), medication adherence \((n = 2)\), stress \((n = 2)\), dietary change, health literacy, substance abuse risk, questionnaire response rate, the user’s effort, and sleep \((n = 1)\).

### 4.3 Used Reinforcement Learning Algorithms

The majority of the studies \((n = 25)\) employed bandit algorithms (esp. CMABs or MABs), while the remaining studies \((n = 11)\) employed algorithms designed to address the complete RL problem (see Figure 5). Overall, the studies varied in their level of detail when describing the algorithm, which made it challenging to classify and directly compare them.

**MABs:** The arguably most straightforward and simplified approach to address the RL problem are MABs, which have been investigated in \(n = 8\) studies. The study by Rabbi et al. (S2) was one of the pioneering studies in this field and used the EXP3 bandit algorithm. A promising approach regarding the use of RL in chronic disease scenarios was described in a later study by the same authors (S7) and is referred to as “bandits with knapsacks”. The general idea of this approach is to set an upper activity bound (e.g., 60 minutes) and select a set of recommendations that meet this constraint in total. According to the study’s authors, the reason behind this approach is that the therapeutic goal is not necessarily focused on promoting maximum activity but rather on consistently adhering to a predetermined goal.

Mintz et al. (S13) proposed another sophisticated technique called ROGUE-bands, utilizing UCB and \(\varepsilon\)-greedy strategies, specifically designed for non-stationary scenarios. In these settings, it is assumed that rewards can vary over time due to habituation phenomena, such as the patient’s changing preferences during the intervention. If a particular intervention option is delivered excessively, the patient’s receptiveness to this action may decrease. However, over time, the intervention option can “recover”, and the patient becomes receptive again.

In the study S9, a bandit algorithm was applied that originated from the field of pedagogical agents called “Zone of Proximal Development and Empirical Success” (ZPDES). The approach explores an activity graph using a hierarchical structure comprising multiple layers for determining the health educational theme (e.g., “my body”, “my tips”), the level of difficulty, and the type of delivery (e.g., game, quiz).

A promising approach from an ethical point of view was recently described in S35 and is called “Shapley Bandits”. The algorithm implements fairness constraints to optimize the group performance in an exergame that presents social comparison rankings to the user. The remaining studies used Thompson Sampling or UCB. It is noteworthy that the reported exploration rates \((\varepsilon)\) vary, ranging from 1% (due to an upfront forced exploration, see S35), 10% \((S2)\) up to 20% \((S7)\).

**CMABs:** Almost half of the analyzed studies \((n = 17)\) used contextual bandits. Among these papers, Linear Thompson sampling was commonly employed \((n = 4)\). In addition, several papers utilized linear regression with Boltzmann-Sampling \((S3, S19)\), a random-forest regression algorithm with UCB \((S1, S34)\), while other studies adapted generalized linear mixed models \((S23)\) or trained a binary classifier/logistic regression in an offline-fashion with historic data and employed the doubly robust estimator \((S17, S27)\). One noteworthy approach described in S18 aimed to leverage “Microsoft Personalizer”, a node-code configurable CMAB, for their study. Another distinctive approach was proposed in S4, where an Actor-Critic bandit was investigated, which consists of two components (actor and critic). While the actor learns the actual policy and thus determines the actions based on the context, the critic component as-

![Figure 5: Overview of the reinforcement learning algorithms used.](image-url)
serves the policy’s value to drive its update.

For constructing a CMAB, one may train one model for each arm (i.e., action) as proposed in the commonly cited LinUCB algorithm (Li et al., 2010). In contrast, Yom-Tov et al. (S3) considered a concatenated feature vector (Kesler construction) encompassing the context and actions for predicting the change in activity for each action with only one model.

**Full-RL:** A comparatively small amount of studies ($n = 11$) used algorithms designed to address full RL problems. Among these studies, several employed Q-learning, which is widely recognized as one of the most well-known and traditional RL approaches (Watkins and Dayan, 1992). The study S16 used the simplest form with Q-tables, while S24 employed Gradient Boosted Regression Trees to estimate the Q-function. In the study S25, the LSTDQ algorithm was used, which can be considered a special type of Q-learning. Building on LSTDQ, the study S6 proposed an online Actor-Critic algorithm.

The studies by Wang and colleagues (S21) used the “REINFORCE” algorithm that directly estimates the policy (i.e., policy-based). Q-learning algorithms, in contrast, estimate the value of a state-action pair and thus estimate the policy indirectly (i.e., value-based) (Watkins and Dayan, 1992). Notably, the proposed approach by Wang et al. incorporated a constraint in the algorithm on the maximum reminders per week to avoid intervention fatigue on the patient’s side by sending too many reminders.

Another distinctive approach was described in S8, where the so-called “Behavioral Analytics Algorithm” was proposed combining “inverse RL” and traditional RL. Inverse RL is used to derive parameters of the patient which are the user’s baseline level of steps, the user’s responsiveness to the step goal, and the user’s self-efficacy. Afterward, the estimated parameters are used to conduct a direct policy search by solving a mixed integer linear program to get an optimal step goal (RL step).

Remarkably, one study used deep neural networks with RL ("deep RL") and extended the DQN algorithm (S36). Other algorithms reported in the literature were proximal policy optimization (PPO) (S33) and SARSA (S10).

**Personalization Approaches:** The described algorithms have been used with data collected at different levels to enable personalization. Broadly speaking, three approaches are discussed in the literature that are a “one model for all” or “pooled” data approach (e.g., S1, S3, S18, S19, S24, S26), a “group-driven” or “clustered” approach (e.g., S5, S6, S25) and a “separate” or “N-of 1” approach (e.g., S2, S7, S17). However, not all papers have explicitly described on which level they used the data, leaving room for interpretation and making categorization and quantitative evaluation difficult. In general, all three approaches have benefits and drawbacks. While training one model for all patients by making use of their entire pooled data accelerates the learning process, the personalization may be too broad and not precisely enough for the individual. The underlying assumption of this approach is that the “best action” is unknown, but users tend to be homogeneous in their responses. On the other hand, building a separate model for each user addresses their heterogeneity but significantly slows down the learning process due to the sparsity and noisiness of the data. Nonetheless, the ability to build a model for the user’s local device (i.e., decentralized) can have advantages in terms of privacy (Rabbi et al., 2015).

**Balancing Between Pooling and Separation:** Recent literature proposed sophisticated approaches to handle these two extremes. Therefore, RL is frequently combined with unsupervised learning approaches. A comparatively straightforward approach is described in the studies S5 and S25 where the k-means clustering algorithm was used to build groups of similar users and then a model was learned for each group. For dealing with the longitudinal character of the data, the study S25 used the Dynamic Time Warping approach for calculating the similarities (distances) between the users. Another approach is discussed in S6, where a network graph of users was built, and then the k-nearest neighbors algorithm was applied. In contrast to the mentioned approaches, the so-called “IntelligentPooling” approach by Tomkins et al. (S22) adaptively pools more data if homogeneity is observed in the data, while it adapts to a rather separate approach with reduced pooling when the data is heterogeneous.

**Additional Algorithms:** Beyond balancing between the “personalization extremes”, the analyzed studies also used additional algorithms for other purposes. For example, the recent study S31 used deep learning for generating representations (embeddings) combining static patient attributes along with sequential patterns (health behavior pathways), which extract useful information. The user embedding vector then serves in conjunction with an item embedding as a recommendation context for a CMAB. In contrast to using further algorithms for pre-processing, additional algorithms may be also placed behind the RL algorithm. The study by Rabbi et al. (S2) combined human customization with RL-based suggestions. Users are allowed to remove unsuitable suggestions by themselves from a list and re-order sugges-
After the MAB has determined a set of suggestions, a Pareto-frontier algorithm is triggered. This algorithm serves to balance the activity recommendations between the user’s preferences and efforts to perform the activities to maximize further the likelihood that the user follows the suggestion.

4.4 Contextual Data Inputs

Overall, those studies that used contextualized algorithms (i.e., CMAB and Full-RL) integrated a variety of variables which have been mainly measured via active and passive sensing approaches.

Actively sensed contextual data comprised self-reported data based on questionnaires such as the patient’s mood (e.g., S1, S25), pain intensity (e.g., S26), the motivation to change or location (e.g., S27).

In contrast, passively sensed input data referred to the physical activity behavior using the pedometer or acceleration sensor (e.g., S1, S8, S14, S22, S27), the GPS sensed location (S1), system use adherence variables (esp., time since last smartphone lock event (S1), number of notifications received/read (S25), number of app screens (S14), number of times the app has been opened (S23)), health adherence variables (S18), the intervention history (S3) or variables that were directly derived from the underlying operating system (S1). Beyond actively or passively sensed data on the user’s side, one study used data from the EMR of the patient (e.g., hospital admissions, emergency room visits, . . . ), i.e., data generated and collected by health professionals (S24).

Several studies distinguished between baseline variables (e.g., age, gender, user traits and preferences) that do not change during the course of intervention and dynamic variables (e.g., S1, S3, S11, S17, S18). Dynamic variables broadly referred to the health-behavior, health-status and system usage-related metrics, the intervention history but also environment variables such as time of day, current weekday or weather (e.g., S1, S14, S25, S27). In particular, the intervention history could be expressed in terms of which intervention was delivered and when it was delivered (e.g., S3, S14, S17, S18, S19, S21, S22, S23, S31). For example, Yom-Tov et al. (S3) included the recommendation history as a contextual variable in terms of the number of days since each message category was sent. The justification for this strategy is to repetitively use the same messages if deemed advantageous by the learning algorithm or introduce more diversity. Similarly, other studies (e.g., S17, S18, S19, S31) incorporated the intervention history into the model (e.g., time when message was sent, days since message was sent, or interventions performed in the past). For incorporating the users’ intervention receptivity, the studies S1 and S21 accessed the user’s calendar to obtain data such as the number of free calendar records or the time until next meeting.

4.5 Objects of Personalization

For categorizing the studies regarding the objects of personalization, we followed the "Behavioral Intervention Technology Model" by Mohr et al. (2014). Based on this model, we derived the categories of personalizing the type of intervention (what?), the timing (when?), the intervention goals (why?), and the delivery channel or representation format (how?). Figure 6 depicts an overview of the objects of personalization found in the literature.

**Type of Intervention:** Regarding the objects of personalization, almost half of the analyzed studies (n = 17) used the RL algorithm to select an intervention type from a set of alternative actions. A common approach is to categorize the intervention options such as groups of activities or message types (e.g., S1, S17, S19). The RL algorithm then typically determines the intervention category from which a pre-formulated content instance (e.g., message) is randomly drawn. These categorizations of messages are often guided by theoretical and empirical findings from the field of health behavior change (e.g., S1, S3, S18, S19, S28). Beyond traditional media content (i.e., text, images, audio, or video), intervention options could be also games, questionnaires, or quizzes. However, a differentiated approach can be found in the study S20, where RL was used to optimize social comparison rankings (upward, downward, mixward) to stimulate physical activity. It should be noted that studies that used the terms “goals” or “challenges” were also assigned to this category if it was apparent that certain behavioral activities to achieve the goal were directly associated (e.g., S11, S31).

**Timing:** By integrating a “no intervention” or “provide nothing” action into the action space, the problems of finding the “best” intervention and time to deliver the intervention can be implicitly framed in one model. Overall, n = 6 studies have been identified which include a “no intervention” action of the agent among several others. If only one type of intervention exists, this “hybrid” approach is framed as a binary problem (intervention vs. no intervention) (n = 7). Another option to address the timing problem is to include possible time windows into the action space (e.g., 3 categories: 9 a.m. - 12 p.m.; 12 - 3 p.m.; 3 - 6 p.m.) (see S19, S23). It should be noted that although RL can be used to determine suit-
able timings, the algorithm itself still needs to be invoked at certain times. These “decision points” are often pre-defined times of a day/week or repeating intervals (Nahum-Shani et al., 2018). For example, the algorithm described in S3 is triggered each morning while other studies invoke the algorithm multiple times a day (e.g., S14) or in specific intervals (e.g., S21). The time horizon between the triggers could be also larger than at the daily level (e.g., weekly (S26) or monthly (S24)). Beyond system-initiated timings, the algorithm could be also triggered by the user (e.g., S20).

**Goals:** A comparatively small amount of studies (n = 2) investigated the use of RL to optimize goal parameters in terms of specific goal values (daily steps). Therefore, the approach described in S8 uses inverse RL to predict a challenging but attainable number of daily steps that satisfy restrictions related to the user’s responsiveness and self-efficacy. In contrast, the approach proposed in S16 recommends a range of steps drawn from 5 categories.

**Delivery Channel/Representation:** Some studies used the RL algorithm to determine the intervention delivery channel or representation of the content (how?). For example, the studies S12, S26, and S32 balanced between automated text messages or calls and human interventions by therapists. Noteworthy, the study S26 integrated the intervention duration into the action space, leading to a “hybrid” model addressing also the time aspect of the intervention (duration). In contrast, the study S9 used RL to adapt the complexity (difficulty) of the presented content.

**Figure 6:** Overview of the objects of personalization.

**Figure 7:** Overview of the employed evaluation approaches.

### 4.6 Evaluation Approach

The evaluation approaches described in the analyzed studies were broadly categorized as real-world studies (i.e., conducted with human subjects) and testbed evaluations in a computer-simulated environment (see Figure 7).

**Real-World-Studies:** Overall, n = 25 studies were conducted or planned in real-world settings, including an experimental comparison of RL vs. Random policy (typically uniform sampling), RL vs. Static policy (fixed schedule of intervention delivery or fixed type of message), RL vs. Standard care, different advanced algorithms (RL and non-RL), the investigation of different intervention lengths (using RL), and a pre-post-study. Three studies described the use of the RL algorithm in a micro-randomized trial, which is a study design originating from the field of JITAs (Nahum-Shani et al., 2018) for getting insights into the optimal timing, context, and effectiveness of intervention options. Furthermore, several studies reported results from observational studies.

**Testbed Evaluations:** A significant number of papers (n = 13) investigated the RL algorithm in a simulated test environment using real-world datasets collected in previous studies. The comparisons include the comparison of different levels of personalization (e.g., pooled-RL vs. separated-RL), the comparison of the proposed algorithm to other RL and/or non-RL algorithm(s), comparison of different categorizations of the action space, comparison of different constraint integration approaches, comparison of estimators for offline policy learning, comparison to prior reference values, and RL vs. standard care.
A commonly cited data set used for testbed evaluations originates from the so-called “HeartSteps” (v1) mHealth study (S4, S5, S6, S14, S22, S29). The HeartSteps v1 study was a 42-day micro-randomized trial including 44 healthy adults aimed to evaluate context-aware recommendations to reduce sedentary behavior. According to Klasnja et al. (2019), the cleaned data set includes 6061 decision points linking recommendations to corresponding outcomes (cause–effect relationship). Likewise, the study S13 also used an interventional data set from a mHealth trial. Several papers also used data originating from observational studies. These observational data sets strongly differed in their sample size (from 114 to >10,000 participants) and length (5 weeks up to 4 years) (S27, S21). However, as described, e.g., in S16, inferring causal relationships from mere observational data comes with limitations, and the derivation of states-action pairs with their linkage to rewards is challenging.

4.7 Evaluation Metrics

The evaluation metrics were categorized based on the conceptualization of engagement in the context of digital behavior change interventions by Perski et al. (2017), the taxonomy of health behaviors by Nudelman and Shiloh (2015), and the taxonomy of clinical outcomes proposed by Dodd et al. (2018).

While these categorizations refer to the patient-centric perspective, an additional category was inductively introduced for metrics directly related to the RL algorithms (i.e., algorithm-centric). Algorithm-centric measures were used in n = 17 studies, including the average reward, regret, precision, and other metrics. Patient-centric metrics in terms of delivery of care and engagement with systems or services were frequently assessed (n = 23) and involved both subjective measures (such as patient-reported adherence) and objective measures (such as system-logged interaction frequency). Exercise, nutrition, quality of life, health-related knowledge, psychiatric outcomes, general health measures (like body weight and

![Figure 8: Overview of evaluation metrics reported in the analyzed studies.](Image 73x306 to 523x535)]

- **Exercise (n = 14)**
  - Total daily step count (S2, S12, S20, S29, S30)
  - Self-reported physical activity (S11, S28, S36)
  - Walking/day (min) (S2, S3, S7, Rate of walking (h/day) (S3)
  - Sleep goal attainment (S8)
  - Non-walking exercises/day (min) (S7)
  - Avg. 30 min step count after a decision time (S14)
  - Exercise/day (calories) (S2)
  - Physical activity rate (weekly) (S17)
  - Number of activities triggered by a reminder (performance of activity) (S21)
  - Physical activity (accelerometer data) (S21)
  - Sedentary time (S23)

- **Health-related knowledge (learn and apply), attitudes and beliefs (n = 7)**
  - Health literacy (disease-related or general) (S9, S17, S36)
  - Wellness perception (S9, S11)
  - Coping skills (S1)
  - Self-management behavior in terms of patient activation (S11)
  - Application of disease-related self-care activities (S24)
  - “Did you know questions” and gamification tests (S17)
  - Self-efficacy for managing chronic diseases (S28)
  - Treatment beliefs (S11)

- **Other health-related measures / General outcomes (n = 7)**
  - Weight loss (S12, S23)
  - Patient’s overall functioning in daily life (S11, S26)
  - Pain (S7, S26), Blood pressure (S17), Sleep behavior (S15)

- **Patient-centric (n = 28)**
  - Subjectively collected measures (n = 20)
    - User experience & usability (S2, S6, S11, S17, S19, S20, S21, S23, S34)
    - Followed/adhered to intervention (S2, S7, S9, S15, S17, S18)
    - Motivation, Enjoyment (S9, S20, S21, S30, S33, S35)
    - Needs, wishes, opinions (S7, S11, S17, S21, S28)
    - Perceived effectiveness/helpfulness (S1, S3, S7, S12), relatedness (S2)
    - Ratings of the recommendation used (S2, S17)
    - Intention to follow the intervention (S2, S7)
    - Perceived easiness (S7) and capability following the intervention (S21)
    - Care experiences (S28)
    - Impression of change (S26)
    - Perceived effort put in activities (S30)
    - Curiosity (S59)
    - Receptivity (S21)
    - Recommendability of the app to others (S7)
    - Social support (S28)
    - Social comparison preference (S20)

- **Objective measures (n = 12)**
  - Number of interactions with the interventions (e.g., clicks, videos, taps on reminders, messages read, number of chosen goals, etc.) (S11, S15, S17, S21, S25)
  - Self-reporting behavior (frequency of reports, response rates) (S19, S23, S25)
  - Number of times the app was opened (S7, S21, S28)
  - Ratio of times pillow was opened (S18)
  - Time spent reading the messages (S28)
  - Logins per week (S11)
  - Reaction time in seconds (S10, S34)
  - Ratio of engaged interventions to total interventions (S10)
  - Intervention completion time (S3)

- **Algorithm-centric (n = 17)**
  - (Average) reward (S4, S5, S6, S13, S14, S21, S29, S32)
  - Regret (S13, S22)
  - Precision (S19, S31)
  - Number of daily messages (per user) proposed by algorithm (S10, S26)
  - Recall (S31)
  - Accuracy (S16)
  - Adj. R² (linear regression) (S3)
  - Agreement between model and health professional (S24)
  - Similarity of recommendations (S31)
  - Normalized cumulative gain (S31)
  - Mean average precision (S31)
  - Improvements regarding known user preferences (S31)
  - Mean squared error of policy parameters (S23)
  - Value ratio for estimated policy (S23)

To deepen understanding of the model and the learning process, studies also analyzed:

- Importance of contextual variables (feature importance) (S3, S27)
- Treatment selection probabilities, action distribution (S22, S25, S32)
- Changes in parameters over time (S3, S22)
- Reward distribution (S25)
- Randomization probability over time (S14)
- Posterior mean estimates of treatment effect over time (S14)

- **Psychiatric outcomes (n = 6)**
  - Depression symptoms (S1, S9, S26, S28, S34)
  - Emotional state/Mood (S7, S19, S28)
  - Anxiety symptoms (S19, S28, S34)
  - Stress (S1, S34)
  - Sleep disturbance (S34)
  - Loneliness (S28)
  - Behavioral activation (S28)

- **Metabolism and Nutrition (n = 6)**
  - Glycemic control (HbA1c) (S3, S11, S12, S24)
  - Calories (each meal, daily) (S2, S12)
  - Self-reported dietary behavior (S36)

- **Quality of Life (QoL) (n = 4)**
  - Overall QoL (S11, S17, S24, S26)
  - Disease-related QoL (S24)

- **Resource use (n = 3)**
  - Human coaching hours (S12, S26)
  - Number of self-reported consultations in healthcare (S11)
  - Direct medical costs (S11)
Table 4: Overview of interventional real-world studies comparing RL to another (non-RL) condition.

<table>
<thead>
<tr>
<th>ID</th>
<th>Comparison</th>
<th>Length, n</th>
<th>Key result</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>RL vs. Random</td>
<td>4 weeks, n = 95</td>
<td>RL-based intervention facilitated greater stress reduction over four weeks compared to random recommendations</td>
</tr>
<tr>
<td>S2</td>
<td>RL vs. Random</td>
<td>14 weeks, n = 16</td>
<td>Significant improvements in participant’s physical activity, consumed calories, perceived relatedness of suggestions and the number of suggestions followed or wanted to follow</td>
</tr>
<tr>
<td>S7</td>
<td>RL vs. Random</td>
<td>5 weeks, n = 10</td>
<td>RL-based suggestions were easier to follow; differences regarding the physical activity and reported pain were non-significant; decreasing app use over time</td>
</tr>
<tr>
<td>S20</td>
<td>RL vs. Random</td>
<td>3 weeks, n = 53</td>
<td>No significant increase in physical activity, though motivation levels were reported higher in the RL group (small to moderate effect size)</td>
</tr>
<tr>
<td>S21</td>
<td>RL vs. Random</td>
<td>4 weeks, n = 23</td>
<td>No significant differences in physical activity behavior and perceptions, opinions, and user experience between the RL and random prompts group</td>
</tr>
<tr>
<td>S28</td>
<td>RL vs. Random</td>
<td>6 weeks, n = 93</td>
<td>RL group membership did not significantly influenced the daily steps</td>
</tr>
<tr>
<td>S34</td>
<td>RL, Rand., Self, None</td>
<td>4 weeks, n = 69</td>
<td>RL-based and self-proposed interventions had significant higher stress reduction than random interventions</td>
</tr>
<tr>
<td>S35</td>
<td>RL vs. Random</td>
<td>3 weeks, n = 46</td>
<td>Significant improvement of the user’s motivation in the ShapleyBandit group compared to random intervention but not to the greedy strategy</td>
</tr>
<tr>
<td>S3</td>
<td>RL vs. Static</td>
<td>26 weeks, n = 27</td>
<td>RL-based messaging significantly improved physical activity (walking behavior); significant decrease of HbA1c levels in diabetes patients</td>
</tr>
<tr>
<td>S8</td>
<td>RL vs. Static</td>
<td>10 weeks, n = 64</td>
<td>RL-based group had a lower decrease of daily steps over time compared to the static group (10,000 steps/day)</td>
</tr>
<tr>
<td>S10</td>
<td>RL vs. Static</td>
<td>2 weeks, n = 17</td>
<td>Improvements of adapted SARSA over static policy in terms of number of engaged interventions and reaction times</td>
</tr>
<tr>
<td>S36</td>
<td>RL vs. PSO</td>
<td>6 months, n = 1049</td>
<td>Improvements of the user’s diabetes-related health literacy, self-reported physical activity and diet</td>
</tr>
<tr>
<td>S33</td>
<td>RL vs. PSO</td>
<td>15 weeks, n = 69</td>
<td>Significant effect of RL over particle swarm optimization (PSO) algorithm on physical activity enjoyment scale</td>
</tr>
<tr>
<td>S11</td>
<td>RL vs. Standard</td>
<td>6 months, n = 427</td>
<td>RL-based app did not alter the frequency of consultations, no clinically relevant improvements of pain or symptoms</td>
</tr>
<tr>
<td>S12</td>
<td>RL vs. Standard</td>
<td>12 weeks, n = 52</td>
<td>The RL-based conditions (individual- and group optimized) achieved equivalent weight loss results with reduced human coaching hours compared to the solely human delivered intervention</td>
</tr>
<tr>
<td>S26</td>
<td>RL vs. Standard</td>
<td>10 weeks, n = 278</td>
<td>RL-based selection of delivery mode led to improvements in pain scores with less therapist time</td>
</tr>
<tr>
<td>S32</td>
<td>RL vs. Standard</td>
<td>12 weeks, n = 228</td>
<td>Improvements of the opioid-abuse risk score, particularly for patients with the highest risk at the start of the study</td>
</tr>
</tbody>
</table>

blood pressure), and economic resource use were also evaluated, highlighting a comprehensive and multifaceted approach to assessing RL-based health behavior change interventions. Figure 8 summarizes the identified evaluation metrics.

4.8 Evidence

Table 4 provides a summary of interventional real-world studies comparing RL to a non-RL condition in order to obtain a general view of the overall evidence (n = 17). It is noteworthy that bandit algorithms were used in n = 12 of the 17 real-world studies presented. Overall, the RL algorithms have been compared to random policies, static policies (e.g., always sending the same message or sending a message at the same time), other algorithms, or to the standard care involving human therapists. Despite mixed results, several studies could demonstrate the potential to improve existing traditional or digital interventions.

5 DISCUSSION

5.1 Principal Findings

The high-level findings of this literature review are summarized in a framework for integrating RL within
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DTx-supported care pathways (see Figure 9) and are discussed in detail below.

**Data Considerations:** Collectively, the findings from real-world studies underscore the potential of RL within DTx but also highlight the need for larger, longer-term studies beyond 6 months to validate these results. Despite this need, the present literature review may still clear up the misconception that RL needs millions of data rows (data points) to obtain superior results compared to random or static policies. Obtaining such amounts of data is difficult in the context of behavior change interventions where rewards are delayed as the effects of the recommendations can be observed only several hours, days, or weeks later. However, there is still a need for publicly available data sets of health behavior change interventions. Of note is the recent study by Albers et al. (2022), which contributes in this regard by sharing their dataset consisting of 2366 persuasive messages delivered to 671 people to promote smoking cessation.

Our literature review revealed that a variety of data sources (actively and passively sensed data) may be included to capture the contextual state of the user and/or serve as a reward signal for the algorithm. In particular, self-reported data collected via questionnaires is a typical ingredient of RL-based behavior change interventions. However, when using self-reported data for training the algorithm, ensuring high data quality and mitigating biases (e.g., social desirability) is crucial as the learning process can be directly manipulated. We argue that future research should also throw an eye on advancing user interfaces to make the questionnaire completion more engaging and motivating for the user and thus improve data quality (e.g., using chatbots or gamification).

**Algorithmic Considerations:** In addition to considerations regarding the data, the literature analysis revealed that good results can be achieved with comparatively "simple" algorithms (MABs and CMABs). However, given their application for one-step decision problems, the personalization of the care pathway is then rather limited to certain points than the entire path.

To address the balance between personalization at a pooled data level and on an individual level, the algorithms can be enhanced, for instance, by incorporating pre-processing methods like clustering. This approach seems promising to accelerate the learning process and mitigate data quality issues. Closely related to this trade-off between pooling and individualization are considerations regarding the privacy-preserving use of AI. Up to now, this issue has been largely unaddressed in the analyzed literature. One promising approach could be so-called "federated" reinforcement learning where the user data remains on the local device, and only the trained models are shared and then aggregated on a centralized server (Khalid et al., 2023). Further algorithmic challenges that are not yet completely solved are related to non-stationarity (e.g., see Mintz et al. (2020), Tomkins et al. (2021)). This line of research focuses on taking into account that the learned user’s preferences can vary over time, including the phenomenon that the learned model itself may change the user and consequently lose accuracy. Zhu et al. (2021) call this the "Personalization Paradox".

In view of the fact that DTx applications fall under the medical device legislation, patient safety must be given special consideration, especially when AI techniques are used. For example, prompting a patient suffering from a chronic disease who may be on the brink of overexertion to increase exercise over and over again can cause medical damage. However, these concerns have been only addressed in a very small amount of papers by setting boundaries to the algorithm in terms of an upper time-bound of physical activity per day (e.g., 60 minutes) (S7) or by restricting the number of notifications per day (S21). We argue that future studies should take concerns regarding patient safety more deliberately into account when designing the algorithmic approach ("safety by design"). Directly associated with the need for patient safety is the need for model interpretability when AI is integrated into medical devices. Within the ana-
lyzed literature, the potential of explainable AI (XAI) has not yet been fully exploited, although most of the studies used largely transparent approximation models (esp., linear regression or regression trees). Future research could integrate explanations into the action space (e.g., see McInerney et al. (2018)) and/or employ post-processing algorithms to enhance the persuasiveness of health recommendations.

Considerations Regarding the Optimization Goal and Objects of Personalization: Overall, the results of the literature review suggest that a significant amount of papers sought to optimize physical activity. In contrast, application areas such as optimizing questionnaire response rates are comparatively understudied, although self-reporting is a typical ingredient of DTx (Lee et al., 2023). Therefore, we encourage researchers and practitioners to study the use of RL beyond physical activity promotion. For instance, future studies could focus more intensively on using RL to optimize the delivery channel, content representation, or specific goals for the patient.

Methodically Support the Development of "Intelligent" DTx Interventions: To simplify the technical process of integrating RL within DTx, a promising approach are low-/no-code development platforms. Within the literature review, one study could be identified that used such a platform to set up the RL algorithm (S18). Overall, we argue that there is a large potential in this regard as the first domain-specific platforms for DTx development are just starting to emerge (Liu et al., 2022).

5.2 Strengths and Limitations

The current literature review offers a comprehensive, multi-perspective insight into a comparatively under-explored and unstructured field. An extensive literature search was undertaken, encompassing a detailed search string and three databases, supplemented by snowballing relevant articles. However, our work also comes with several limitations. Firstly, applying RL to behavior change interventions is still in its early stage, which means that the field is rapidly evolving, and despite employing a rather inclusive search strategy, some pertinent studies might have been missed. Secondly, given the heterogeneity of this emerging field, and the exploratory nature of this review, the methodological quality of the studies was not explicitly assessed. Thirdly, the interpretation of data and results leaves room for subjective bias. However, the involvement of two authors may have helped to reduce this potential bias.

6 CONCLUSIONS

The paper aimed to offer a detailed examination of the application of RL algorithms for enhancing behavior change interventions delivered via DTx. Based on our analysis of the state of the art, we derived implications for practice and future research by elucidating the employed algorithms, the objects of personalization, and outlining their evaluation approaches and metrics. Overall, there is a need for larger studies going beyond the scope of primary prevention to gain more evidence on the suitability and efficacy of using RL within DTx. Nonetheless, several real-world studies could indicate the advantageousness compared to conventional approaches and demonstrate their impact on health outcomes. Future research perspectives may also include self-reporting approaches that are able to maintain high data quality and user engagement over time, the integration of privacy-preserving AI techniques, problems arising from the “personalization paradox”, mechanisms to ensure patient safety and methods supporting the holistic development of self-learning DTx. In conclusion, this study may offer a foundational starting point for those exploring the design, implementation, and evaluation of self-learning DTx. It contributes to the growing body of research in this field.
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