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Abstract: This paper studies interpretability of convolutional networks by means of saliency maps. Most approaches based on Class Activation Maps (CAM) combine information from fully connected layers and gradient through variants of backpropagation. However, it is well understood that gradients are noisy and alternatives like guided backpropagation have been proposed to obtain better visualization at inference. In this work, we present a novel training approach to improve the quality of gradients for interpretability. In particular, we introduce a regularization loss such that the gradient with respect to the input image obtained by standard backpropagation is similar to the gradient obtained by guided backpropagation. We find that the resulting gradient is qualitatively less noisy and improves quantitatively the interpretability properties of different networks, using several interpretability methods.

1 INTRODUCTION

The improvement of deep learning models in the last decade has led to their adoption and penetration into most application sectors. Since these models are highly complex and opaque, the requirement for interpretability of their predictions receives a lot of attention (Lipton, 2018). Explanation and transparency becomes a legal requirements for systems used in high-stakes and high-risk decisions.

In this work, we focus on the visual interpretability of deep learning models. Model interpretability is often categorized into transparency and post-hoc methods. Transparency aims at producing models where the inner process or part of it can be understood. Post-hoc methods consider models as black-boxes and interpret decisions mainly based on inputs and outputs.

In visual recognition, most methods focus on post-hoc interpretability by means of saliency maps. These maps highlight the most important areas of an image related to the network prediction. Initial works focused on using gradients for visualization, such as guided backpropagation (Springenberg et al., 2014). CAM (Zhou et al., 2016) later proposed a class-specific linear combination of feature maps and opened the way to numerous weighting strategies.

Most CAM-based methods use backpropagation in one way or another. Recognizing that the gradients obtained this way are noisy, methods like SmoothGrad (Smilkov et al., 2017) and SmoothGrad-CAM++ (Omeiza et al., 2019) improve the quality of saliency maps by denoising the gradients. However, this requires several forward passes, thus comes with increased cost at inference.

In this work, we rather propose a learning paradigm for model training that regularizes gradients to improve the performance of interpretability methods. In particular, we add a regularization term to the loss function that encourages the gradient in the input space to align with the gradient obtained by guided backpropagation. This has a smoothing effect on gradient and is shown to improve the power of model interpretations.

Figure 1 summarizes our method. At training, each input image is forwarded through the network to compute the cross-entropy loss. Standard and guided backpropagation is performed back to the input image space, where our regularization term is computed. This term is added to the loss and backpropagated only through the standard backpropagation branch.

The key contributions of this work are as follows:

- We introduce a new learning paradigm to regularize gradients.
- Using different networks, we show that our method improves the gradient quality and the performance of several interpretability methods using multiple metrics, while preserving accuracy.
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2 RELATED WORK

Interpretability of deep neural network decisions is a problem that receives increasing interest: As interpretability is not simple to define, Lipton (Lipton, 2018) proposes some common ground, definitions and categorization for interpretability methods. For instance, transparency aims at making models simple so it is humanly possible to provide an explanation of its inner mechanism. By contrast, post-hoc methods consider models as black boxes and study the activations leading to a specific output.

LIME (Ribeiro et al., 2016) and SHAP (Lundberg and Lee, 2017) are probably the most popular post-hoc methods that are model agnostic and provide local information. Concerning image recognition tasks, it is common to generate saliency maps highlighting the areas of an image that are responsible for a specific prediction. Several of these methods are either based on backpropagation and its variants or on Class Activation Maps (CAM) that weigh the importance of activation maps.

2.1 Gradient-Based Approaches

Gradient-based approaches assess the impact of distinct image regions on the prediction based on the partial derivative of the model prediction function with respect to the input. A simple saliency map can be the partial derivative obtained by a single backward pass through the model (Simonyan et al., 2014).

Guided backpropagation (Springenberg et al., 2014) enhances explanations by removing negative gradients through ReLU units. For better visualization, SmoothGrad (Smilkov et al., 2017) applies noise to the input and derives saliency maps based on the average of resulting gradients. Layer-wise Relevance Propagation (LRP) (Bach et al., 2015) reallocates the prediction score through a custom backward pass across the network.

Our method has a similar objective as SmoothGrad (Smilkov et al., 2017) but instead of using several forward passes at inference, we regularize gradients using guided backpropagation during training. Thus we obtain better gradients without modifying the inference process and our method can be used with any interpretability method at inference.

2.2 CAM-Based Approaches

Class Activation Maps (Zhou et al., 2016) produces a saliency map that highlights the areas of an image that are the most responsible for a CNN decision. The saliency map is computed as a linear combinations of feature maps from a given layer. Different variants of CAM are proposed by defining different weighting coefficients. Grad-CAM (Selvaraju et al., 2017), for instance, spatially averages the gradient with respect to feature maps. Grad-CAM++ (Chattopadhay et al., 2018) improves object localization by using positive partial derivatives and measuring recognition and localization metrics.

It is possible to extend CAM to multiple layers (Jiang et al., 2021) and to improve sensitivity (Sundararajan et al., 2017) and conservation (Montavon et al., 2018) by the addition of axioms (Fu et al., 2020). Score-CAM (Wang et al., 2020) is a gradient-free method that computes weighting coefficients by maximizing the Average Increase metric (Chattopadhay et al., 2018). Further improve-
ment can be obtained by means of test-time optimization (Zhang et al., 2023).
Some works provide explanations that not only localize salient parts of images, but also provide theoretical bases on the effect of modifying such regions for a given input (Fu et al., 2020). An exhaustive alternative performs ablation experiments to highlight such parts (Ramaswamy et al., 2020).

All these approaches apply at inference, without modifying the model or the training process. By contrast, our work applies at training with the objective of improving the quality of gradients, which is much needed for gradient-based methods. Thus, our method is orthogonal and can be used with any of these approaches at inference.

2.3 Double Backpropagation

Double backpropagation is a general regularization paradigm, first introduced by Drucker and Le Cun (Drucker and Le Cun, 1991) to improve generalization. The idea is used to avoid overfitting (Philipp and Carbonell, 2018), help transfer (Srinivas and Fleuret, 2018), cope with noisy labels (Luo et al., 2019), and more recently to increase adversarial robustness (Lyu et al., 2015; Simon-Gabriel et al., 2018; Ross and Doshi-Velez, 2018; Seck et al., 2019; Finlay et al., 2018). It aims at penalizing the $\ell_1$ (Seck et al., 2019), $\ell_2$ or $\ell_\infty$ norm of the gradient with respect to the input image.

Our method is related and regularizes the standard gradient by aligning it with the guided gradient, obtained by guided backpropagation (Springenberg et al., 2014).

3 BACKGROUND

3.1 Guided Backpropagation

The derivative of $v = \text{ReLU}(u) = [u]_+ = \max(u, 0)$ with respect to $u$ is $\partial v / \partial u = \mathbb{1}_{u > 0}$. By the chain rule, a signal $\delta v = \partial L / \partial v$ is then propagated backwards through the ReLU unit to $\delta u = \partial L / \partial u$ as $\delta u = \mathbb{1}_{u > 0} \delta v$, where $\partial L / \partial v$ is the partial derivative of any scalar quantity of interest, e.g. a loss $L$, with respect to $v$.

Guided backpropagation (Springenberg et al., 2014) changes this to $\delta u \approx \mathbb{1}_{u > 0} [\delta v]_+$, masking out values corresponding to negative entries of both the forward ($u$) and the backward ($\delta v$) signals and thus preventing backward flow of negative gradients.

Standard backpropagation through an entire network $f$ with this particular change for ReLU units is called guided backpropagation. The corresponding guided “partial derivative” or guided gradient of scalar quantity $L$ with respect to $v$ is denoted by $\partial_G L / \partial v$. This method allows sharp visualization of high-level activations conditioned on input images.

3.2 CAM-Based Methods

CAM-based methods build a saliency map as a linear combination of feature maps. Given a target class $c$ and a set of 2D feature maps $\{A^k\}_{k=1}^K$, the saliency map is defined as

$$S^c = \text{ReLU} \left( \sum_{k=1}^K \alpha^c_k A^k \right),$$

where the weight $\alpha^c_k$ determines the contribution of channel $k$ to class $c$. The saliency map $S^c$ and the feature maps $A^k$ are both non-negative because of using ReLU activation functions. Different CAM-based methods differ primarily in the definition of the weights $\alpha^c_k$.

CAM (Zhou et al., 2016) originally defines $\alpha^c_k$ as the weight connecting channel $k$ to class $c$ in the classifier, assuming $\{A^k\}$ are the feature maps of the last convolutional layer, which is followed by global average pooling (GAP) and a fully connected layer.

Grad-CAM (Selvaraju et al., 2017) is a generalization of CAM for any network. If $y^c$ is the logit of class $c$, the weights are obtained by GAP of the partial derivatives of $y^c$ with respect to elements of feature map $A^k$ of any given layer,

$$\alpha^c_k = \frac{1}{Z} \sum_{i,j} \frac{\partial y^c}{\partial A^k_{ij}},$$

where $A^k_{ij}$ denotes the value at spatial location $(i, j)$ of feature map $A^k$ and $Z$ is the total number of locations.

Guided Grad-CAM elementwise-multiples the saliency maps obtained by Grad-CAM and guided backpropagation, after adjusting spatial resolutions. The resulting visualizations are both class-discriminative (by Grad-CAM) and contain fine-grained detail (by guided backpropagation).

Grad-CAM++ (Chattopadhyay et al., 2018) is a generalization of Grad-CAM, where partial derivatives of $y^c$ with respect to $A^k$ are followed by ReLU as in guided backpropagation and GAP is replaced by a weighted average:

$$\alpha^c_k = \sum_{i,j} w^c_{ij} \text{ReLU} \left( \frac{\partial y^c}{\partial A^k_{ij}} \right).$$
The weights \( w_{ij}^k \) of the linear combination are

\[
    w_{ij}^k = \frac{\partial^2 y_c}{\partial (A_{ij}^k)^2} + \sum_{a,b} A_{ab} \frac{\partial^2 y_c}{\partial (A_{ij}^k)^2},
\]

(4)

Score-CAM (Wang et al., 2020) computes the weights \( a_k^c \) based on the increase in confidence (Chattopadhay et al., 2018) for class \( c \) obtained by masking (element-wise multiplying) the input image \( x \) with feature map \( A^k \):

\[
    a_k^c = f(x \circ s(Up(A^k)))^c - f(x_b)^c,
\]

(5)

where \( Up \) is upsampling to the spatial resolution of \( x \), \( s \) is linear normalization to range \([0, 1] \), \( \circ \) is the Hadamard product, \( f \) is the network mapping of input image to class probability vectors and \( x_b \) is a baseline image.

While Score-CAM does not require gradients to compute saliency maps, (5) requires one forward pass through the network \( f \) for each channel \( k \).

4 METHOD

Preliminaries. We consider an image classification network \( f \) with parameters \( \theta \), which maps an input image \( x \) to a vector of predicted class probabilities \( p = f(x; \theta) \). At inference, we predict the class of maximum confidence \( \arg max_j p^j \), where \( p^j \) is the probability of class \( j \). At training, given training images \( X = \{x_i\}_{i=1}^n \) and target labels \( T = \{t_i\}_{i=1}^n \), we compute the classification loss

\[
    L_C(X, \theta) = \frac{1}{n} \sum_{i=1}^n CE(f(x_i; \theta), t_i),
\]

(6)

where CE is cross-entropy:

\[
    CE(p, t) = -\log p^t.
\]

(7)

Updates of parameters \( \theta \) are performed by an optimizer, based on the standard partial derivative (gradient) \( \partial L_C / \partial \theta \) of the classification loss \( L_C \) with respect to \( \theta \), obtained by standard back-propagation.

Motivation. Due to non-linearities like ReLU activations and downsampling like max-pooling or convolution stride greater than 1, the standard gradient is noisy (Smilkov et al., 2017). This is shown by visualizing the gradient \( \partial L_C / \partial x \) with respect to an input image \( x \). By contrast, the guided gradient \( \partial g L_C / \partial x \) (Springenberg et al., 2014) does not suffer much from noise and preserves sharp details. The difference of the two gradients is illustrated in Figure 1.

The main motivation of this work is that introducing a regularization term during training could make the standard gradient \( \partial L_C / \partial x \) behave similarly to the corresponding guided gradient \( \partial g L_C / \partial x \), while maintaining the predictive power of the classifier \( f \). We hypothesize that, if this is possible, it will improve the quality of all gradients with respect to intermediate activations and therefore the quality of saliency maps obtained by CAM-based methods (Zhou et al., 2016; Selvaraju et al., 2017; Chattopadhay et al., 2018; Wang et al., 2020) and the interpretability of network \( f \). The effect may be similar to that of SmoothGrad (Smilkov et al., 2017), but without the need for several forward passes at inference.

Regularization. Given an input training image \( x \) and its target label \( t_i \), we perform a forward pass through \( f \) and compute the probability vectors \( p_i = f(x_i; \theta) \) and the contribution of \( (x_i, t_i) \) to the classification loss \( L_C(X, \theta, T) \).

We then obtain the standard gradients \( \delta x_i = \partial L_C / \partial x_i \) and the guided gradients \( \delta g x_i = \partial g L_C / \partial x_i \) with respect to \( x_i \) by two separate backward passes. Since the whole process is differentiable \((w.r.t. \theta)\) at training, we stop the gradient computation of the latter, so that it only serves as a “teacher”. We define the regularization loss

\[
    L_R(X, \theta, T) = \frac{1}{n} \sum_{i=1}^n E(\delta x_i, \delta g x_i),
\]

(8)

where \( E \) is an error function between the two gradient images, considered below.

The total loss is defined as

\[
    L(X, \theta, T) = L_C(X, \theta, T) + \lambda L_R(X, \theta, T),
\]

(9)

where \( \lambda \) is a hyperparameter determining the regularization strength. \( \lambda \) should be large enough to smooth the gradient without decreasing the classification accuracy or harming the training process.

Updates of the network parameters \( \theta \) are based on the standard gradient \( \partial L / \partial \theta \) of the total loss \( L \) w.r.t. \( \theta \), using any optimizer. At inference, one may use any interpretability method to obtain a saliency map at any layer.

Error Function. Given two gradient images \( \delta, \delta' \) consisting of \( m \) pixels each, we consider the following error functions \( E \) to compute the regularization loss (8).

1. Mean absolute error (MAE):

\[
    E_{MAE}(\delta, \delta') = \frac{1}{m} \| \delta - \delta' \|_1.
\]

(10)

2. Mean squared error (MSE):

\[
    E_{MSE}(\delta, \delta') = \frac{1}{m} \| \delta - \delta' \|_2^2.
\]

(11)

We also consider the following two similarity functions, with a negative sign.
3. **Cosine similarity:**

\[
E_{\text{cos}}(\delta, \delta') = - \frac{\langle \delta, \delta' \rangle}{\| \delta \|_2 \| \delta' \|_2}, \quad (12)
\]

where \( \langle , \rangle \) denotes inner product.

4. **Histogram intersection (HI):**

\[
E_{\text{HI}}(\delta, \delta') = - \sum_{i=0}^{m} \min(|\delta_i|, |\delta'_i|) / \| \delta \|_1 \| \delta' \|_1. \quad (13)
\]

**Algorithm.** Our method is summarized in algorithm 1 and illustrated in Figure 1. It is interesting to note that the entire computational graph depicted in Figure 1 involves one forward and two backward passes. This graph is then differentiated again to compute \( \partial L / \partial \theta \), which involves one more forward and backward pass, since the guided backpropagation branch is excluded. Thus, each training iteration requires five passes through \( f \) instead of two in standard training.

Algorithm 1: Interpretable gradient loss.

- **Input:** network \( f \), parameters \( \theta \)
- **Input:** input images \( X = \{x_i\}_{i=1}^n \)
- **Input:** target labels \( T = \{t_i\}_{i=1}^n \)

**Output:** loss \( L \)

\[
\begin{aligned}
L_C & \leftarrow \frac{1}{n} \sum_{i=1}^{n} \text{CE}(f(x_i; \theta), t_i) \quad \triangleright \text{class. loss (6)} \\
\text{foreach } i \in \{1, \ldots, n\} & \text{do} \\
\delta x_i & \leftarrow \partial L_C / \partial x_i \quad \triangleright \text{standard grad} \\
\delta G x_i & \leftarrow \partial G L_C / \partial x_i \quad \triangleright \text{guided grad} \\
\text{DETACH} (\delta G x_i) & \triangleright \text{detach from graph} \\
L_R & \leftarrow \frac{1}{n} \sum_{i=1}^{n} E(\delta x_i, \delta G x_i) \quad \triangleright \text{reg. loss (8)} \\
L & \leftarrow L_C + \lambda L_R \quad \triangleright \text{total loss (9)} \\
\end{aligned}
\]

5 **EXPERIMENTS**

5.1 **Experimental Setup**

In the following sections, we evaluate the effect of our approach on interpretability.

**Models and Datasets.** We train and evaluate a ResNet-18 (He et al., 2016) and a MobileNet-V2 (Sandler et al., 2018) on CIFAR-100 (Krizhevsky, 2009). ResNets are the most common CNNs and the ResNet-18 is particularly adapted to low resolution images. MobileNet-V2 is a widely used compact CNN. CIFAR-100 contains 60,000 images of 100 categories, split in 50,000 for training and 10,000 for testing. Each image has a resolution of 32×32 pixels.

**Settings.** To obtain competitive performance and ensure the replicability of our method, we follow the methodology by weiaicunzai\(^1\). In particular, we train for 200 epochs, with a batch-size of 128 images, SGD optimizer, initial learning rate \( 10^{-1} \) and learning rate decay by a factor of 5 on epochs 60, 120 and 160.

At inference, we generate explanations following popular attribution methods derived from CAM (Zhou et al., 2016), from the pytorch-grad-cam library from Jacob Gildeblat\(^2\).

5.2 **Faithfulness Metrics**

Faithfulness evaluation (Chattopadhyay et al., 2018) offers insight on the regions of an image that are considered important for recognition, as highlighted by the saliency map \( S' \). Specifically, given a target class \( c \), an image \( x \) and a saliency map \( S' \) are element-wise multiplied to obtain a masked image

\[
m' = S' \odot x.
\]

This masked image is similar to the original image on the salient areas and black on the non-salient ones. To evaluate the quality of saliency maps, we forward both the original image \( x \) and its masked version \( m' \) through the network to obtain the predicted probabilities \( p'_{i} \) and \( o'_{i} \) respectively. We then compute a number of metrics as defined below.

**Average Drop (AD).** aims at quantifying how much predictive power is lost when we consider the masked image compared to the original one. Lower is better.

\[
\text{AD} = \frac{1}{N} \sum_{i=1}^{N} \frac{|p'_{i} - o'_{i}|}{p'_{i}}. \quad (14)
\]

**Average Increase (AI).** is also known as Increase of Confidence and measures the percentage of examples of the dataset where the masked image offers a higher predictive power than the original for the target class. Higher is better.

\[
\text{AI} = \frac{1}{N} \sum_{i=1}^{N} \| p'_{i} < o'_{i} \|. \quad (15)
\]

**Average Gain (AG).** is recently introduced in (Zhang et al., 2023) and designed to be a symmetric complement of AD, replacing AI. It aims at quantifying how much predictive power is gained when we consider the masked image compared to the original one. Higher is better.

\[
\text{AG} = \frac{1}{N} \sum_{i=1}^{N} \frac{|o'_{i} - p'_{i}|}{p'_{i}}. \quad (16)
\]

\(^1\)https://github.com/weiaicunzai/pytorch-cifar100
\(^2\)https://github.com/jacobgil/pytorch-grad-cam
5.3 Causal Metrics

Causality evaluation (Petsiuk et al., 2018) aims at evaluating the effect of masking certain elements of the image in the predictive power of a model. Two metrics are defined as follows. Histograms and average values can be computed per image. Following most previous work, we only show average values over the test set.

**Insertion.** starts from a blurry image and gradually inserts (unblurs) pixels of the original image, ranked by decreasing saliency as defined in a given saliency map. At each iteration, images are passed through the network to compute the predicted probabilities and compare to the original.

**Deletion.** gradually removes the pixels by replacing them by black, starting from the most salient pixels. As for insertion, we compute the predicted probabilities at each iteration.

5.4 Qualitative Results

We visualize the effect of our approach on saliency maps and gradients, obtained for the baseline model vs. the one trained with our approach.

Figure 2 shows saliency maps. We observe the differences brought by our training method. The differences are particularly important for Grad-CAM, which directly averages the gradient to weigh feature maps. Interestingly, the differences are smaller for Score-CAM, which is not gradient-based but only ob-
better covered by gradient activations.

5.5 Quantitative Results

We evaluate the effect of training a given model using our proposed approach with faithfulness and causal-
utility metrics. As shown in Table 1 and Table 2, we obtain improvements on both networks and on four out of five interpretability metrics, while remaining within half percent or improving accuracy relative to the baseline, standard backpropagation.

The improvements are higher for faithfulness metrics AD, AG, and AI. Insertion gets a smaller but consistent improvement. Deletion is mostly inferior with our method, but with a very small difference. This may be due to limitations of the metrics, as reported in previous works (Zhang et al., 2023).

The improvement is consistent across different networks and error functions. As shown in Table 3, we obtain improvements on both networks and on four metrics. As shown in Table 4, we obtain improvements on both networks and on four metrics.

5.6 Ablation Experiments

Using ResNet-18 and Grad-CAM attributions, we analyze the effect of the error function and the regularization coefficient λ (9) on our approach.

Error Function. As shown in Table 3, we obtain a consistent improvement on most metrics for all error functions. Accuracy remains stable within half percent of the original model. However, most options have little or negative effect on deletion. Cosine similarity provides improvements in most metrics, while maintaining deletion performance. We thus choose cosine error function by default.

Regularization Coefficient. As shown in Table 4, our method is not very sensible to the regularization coefficient λ. The value of 7.5 × 10⁻³ works better in general and is thus selected as default.

6 CONCLUSION

In this paper, we propose a new training approach to improve the gradient of a CNN in terms of inter-
pretability. Our method forces the gradient with re-
spect to the input image obtained by backpropagation to align with the gradient coming from guided backpropagation. The results of our training are evaluated according to several interpretability methods and metrics. Our method offers consistent improvement on most metrics for two networks, while remaining within a small margin of the standard gradient in terms of accuracy.

REFERENCES


Lipton, Z. C. (2018). The myths of model interpretability: In machine learning, the concept of interpretability is both important and slippery. Queue, 16(3):31–57.


