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Abstract: This paper introduces the 3D Face Gravitational Morphing to elevate the performance of Deep Learning mod-
els in the realm of 3D facial classification. Addressing the constraints imposed by small-scale datasets, our
approach amplifies intra-class variability while maintaining the semantic fidelity of 3D models. This is ac-
complished by generating shapes within the proximity of the original models in the context of shape space,
facilitated by a curvature-based correspondence. The integration of Face Gravitational Morphing into the ar-
chitecture is demonstrated through its application to the BU3DFE dataset for classification purposes. A com-
parative analysis reveals the method’s relative performance, representing an initial step towards mitigating
limitations in facial classification. Ongoing investigations are underway to refine and extend these promising
results.

1 INTRODUCTION

In the field of computer vision, Convolutional Neu-
ral Networks (CNNs) have made significant strides
in the recognition and classification of facial images.
In fact, CNNs have demonstrated their effectiveness
in a wide range of applications within facial analy-
sis. Nevertheless, the performance of CNNs can de-
cline when confronted with the challenges of small-
scale datasets. In fact, the learning phase of neu-
ral network models demands copious data for conver-
gence, and such datasets, in practical applications, of-
ten fall short. To address this limitation, several data
augmentation methods have been proposed (Summers
and Dinneen, 2019; Inoue, 2018; Kang et al., 2017;
Zhong et al., 2020; Gatys et al., 2015; Konno and
Iwazume, 2018; Bowles et al., 2018; Su et al., 2019;
El-Sawy et al., 2016; Patel et al., 2019; Ciregan et al.,
2012; Sato et al., 2015; Patel et al., 2019; Yin et al.,
2019; Paulin et al., 2014; Chatfield et al., 2014; Xiao
and Wachs, 2021; Blanz and Vetter, 1999; Tan et al.,
2018; Cheng et al., 2019). These techniques can
be classified into three distinct categories. The first
one regroups geometric transformations such as ro-
tation, scaling, and translation. These transforma-
tions were instrumental in introducing variability to
training datasets, aiding models in learning invariant
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features across different orientations and scales. As
advancements in geometric data augmentation trans-
formations, some works have proposed non-uniform
scaling, shearing, and perspective transformations.

In another hand, Data augmentations based on the
integration of jittering and noise injection into point
clouds (Xiao and Wachs, 2021) have proven effective
in enhancing the robustness of models to noisy input.

Finally, Generative models, such as morphable
models (Blanz and Vetter, 1999), Variational Autoen-
coders (VAEs) (Tan et al., 2018) and Generative Ad-
versarial Networks (GANs) (Cheng et al., 2019), have
been employed to generate new samples.

Despite their contributions, adapting these aug-
mentation methods for facial classification can be es-
pecially challenging, given the nuanced complexities
involved in this task. Often, these methods prove in-
adequate in capturing the nuances of intra-class vari-
ations, which may lead to the loss of meaning in the
process.

In this paper, we introduce a novel data aug-
mentation technique meticulously crafted to enhance
Deep learning performance in 3D facial classifica-
tion. Our method aims to augment intra-class vari-
ability while preserving the semantic integrity of 3D
models by generating shapes within the neighbor-
hood of the original models in terms of shape space.
Therefore, We present the 3D Face data augmentation
based on gravitational shape morphing and curvature-
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based correspondence. In that context, we explore
the theoretical foundations, integration of Face Grav-
itational Morphing into architecture, and its applica-
tion to a relative small-scale 3D facial dataset namely
BU3DFE (Yin et al., 2006).

2 DATA AUGMENTATION BASED
ON 3D GRAVITATIONAL
MORPHING

3D Facial Morphing, often employed in computer vi-
sion, is a technique that generate in-between faces
from a source and a target one. Therefore, we pro-
pose a Morphing technique adapted to the case of 3D
face data augmentation.

We present in the following the key components of
our proposed 3D Face Morphing data augmentation
method, which include the following steps; (1) the
curvature-based sorting for correspondence between a
pair of cloud points models belonging to a same class,
(2) the Interpolation between the source and the target
object while selecting only shapes in the gravitational
shape space area of input data, and (3) a Data Clean-
ing post-processing based on the DBSCAN algorithm
(Schubert et al., 2017) which is a non-linear machine
learning clustering method.

2.1 Curvature-Based Sorting

As a first step for Morphing Shape, we propose a
correspondence between 3D model vertices based on
curvature measures. The idea consists in sorting the
point clouds according to the distance between the
point with the highest curvature value and each ver-
tex. Let S = R3N/SE(3)×R∗+ be the Shape Space
of 3D Surfaces where N are the number of vertices,
SE(3) is the Special Euclidean Group in Three Di-
mensions and R∗+ the multiplicative group of non-
zero positive real numbers associated with scaling
transformations. Given a point cloud V ∈ S repre-
sented as vi = [xi,yi,zi] with {i = 1,2, ...,N}. The
curvature Ki computation using the normal vector ni
would be given by,

Ki =
∥ni × (vi −v0)∥

∥vi −v0∥2

where v0 is the position vector of a reference point.
The curvature values are then used to identify the
point with the highest curvature, denoted as the new
reference point,

v̂0 = argmax
v∈V

∥Ki(vi)∥

Therefore, the curvature-based sorting is expressed
by the distance between the new reference point with
the highest curvature value and all other points of the
cloud as follows,

di = ∥vi − v̂0∥

The point cloud V is subsequently transformed based
on this distance metric, resulting in an ordered ar-
rangement that enhances the discernment of geomet-
ric features. Since, our work focuses on interpolating
3D faces having close characteristics, we judge this
approach as a valuable preprocessing step for corre-
sponding 3D Faces vertices.

Figure 1 illustrates an example of an original face
model vertices from BU3DFE before sorting and after
curvature-based sorting.

Figure 1: (a) Initial model vertices, (b) Model vertices after
curvature-based sorting.

2.2 Gravitational 3D Face Morphing

We propose, in this part, to select pairs of 3D models
denoted respectively A and B from the same class of a
dataset D = {Class1, ...Classk}. Let V = {xi,yi,zi|i ∈
{1, ...,N}} be the normalized and curvature-sorted
vertices associated to a model in the dataset. There-
fore, the interpolation is applied on the two corre-
sponding point clouds V A and V B with t ∈ [0,1] in
order to obtain the in-between 3D clouds as follows,

VAB(t) = (1− t) ·V A + t ·V B

where each VAB(t) is a 3D generated point cloud rep-
resenting a face model at time t.

Figure 2 illustrates two examples of the obtained
face interpolation from a source and a target models
from BU3DFE dataset to highlight the performance
of the curvature-based sorting. In fact, when applying
the sorting method, the in-between shapes relatively
preserve the global aspect of input surfaces.

However, there are instances where shapes ob-
tained do not strictly belong to the expected class, es-
pecially when dealing with complex shapes such as
3D faces. In response to this, we propose a novel ap-
proach termed ”Gravitational morphing”, where only
the generated shapes within a ε-neighborhood, in the
shape space, of the input elements are retained. This
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Figure 2: Two example of a morphing sequence (interpolation) between two point clouds (Faces from BU3DFE) Belonging
to a same class : (a) before curvature-based sorting (b) with curvature-based sorting.

Figure 3: Overview of the 3D surface shape space S : inter-
polation between Face Shape for Gravitational intra-class
covering. The selected in-between shapes are within the
red limitation, which correspond to the ε-neighborhood of a
Face shape.

technique provides a more refined handling of com-
plex 3D shapes, particularly in the case of data aug-
mentation. In Figure 3, an overview of the proposed
approach is illustrated, where only the intermediate
shapes belonging to the ε-neighborhood (red circle)
of input objects are selected. Therefore, we select the
intermediate shapes, denoted as VAB(t) with t ∈ [0,1],
by finding those in the vicinity of the source and target
shapes. The selection is determined by their proxim-
ity to the source and target within a ε-neighborhood
as follows,

E f = {VAB|∥VAB −VA∥< ε or ∥VAB −VB∥< ε}

with E f is the set of selected faces. These selected

Figure 4: Examples of selected point clouds with the gravi-
tational morphing method.

intermediate shapes are then stored for data augmen-
tation purpose. Figure 4 shows examples of selected
point clouds with the gravitational morphing method.
Consequently, a post-processing for cleaning the gen-
erated object is carried out in order to ensure the in-
tegrity and consistency of our augmented 3D face
dataset. In fact, the Density-Based Spatial Clus-
tering of Applications with Noise (DBSCAN) algo-
rithm (Schubert et al., 2017) is applied on in-between
clouds as an outlier eliminator. Note that the DB-
SCAN parameters are manually fixed for this study,
with the intention of conducting a more in-depth in-
vestigation in future work.

The 3D Face Blending data augmentation pipeline
is illustrated in Figure 5, showcasing the stages of our
approach.

In the following, we propose to validate the pro-
posed method qualitatively and quantitatively through
PointNet++ (Qi et al., 2017) model in the case of a
relative low-size 3D Face Dataset.
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Figure 5: 3D Morphing Face Data Augmentation pipeline; (a) Original 3D model dataset, (b) Selection of a pair of model
point clouds, (c) 3D point cloud morphing, (d) Selection of the closed generated shapes for Minimum Risk, (e) Application
of DBSCAN algorithm on obtained cloud points as a cleaning process for eliminating outlier vertices, and (f) Augmented
dataset.

3 EXPERIMENTS

In this part, qualitative and quantitative results are
presented in order to validate the proposed method for
enhancing face classification.

3.1 Datasets

The BU3DFE Dataset (Yin et al., 2006) encompasses
a diverse group of 100 subjects, comprising 56% fe-
male and 44% male participants, with ages ranging
from 18 to 70 years. The dataset reflects a broad
spectrum of ethnic and racial backgrounds, includ-
ing White, Black, East-Asian, Middle-East Asian, In-
dian, and Hispanic Latino. During the data collection
process, each subject was recorded while perform-
ing seven distinct facial expressions in front of a 3D
face scanner. Excluding the neutral expression, the
six prototypic expressions (happiness, disgust, fear,
anger, surprise, and sadness) were captured at four
different intensity levels. In total, the dataset com-
prises 2,500 3D facial expression models, offering a
rich resource for experiments and investigations in the
field of facial expression analysis. For augmenting the
BU3DFE with the Gravitational Morphing method,
we propose to blend pairs of shapes belonging to a
same subject with different level of a same expres-
sion.

3.2 Implementation Settings

We uniformly sample 2,048 points on the cloud faces
and normalize them to be contained in a unit sphere,
which is a standard setting (Qi et al., 2017). When

performing the cloud morphing, we disregard ele-
ments from the point set having the highest cardinal-
ity. We use Python and implement PointNet++ (Qi
et al., 2017) model and the gravitational morphing
method using the TensorFlow and Keras framework.
The model is trained for 20 epochs with a batch size
of 32. The model is training on a single T4 GPU.
For the training phase, we use the following config-
uration: (1) Loss Function: Sparse Categorical Cross
entropy, (2) Optimizer: Adam with a learning rate of
10−3, and (3) Metric: Sparse Categorical Accuracy.

3.3 Qualitative Results

Figure 6 illustrates various examples of the obtained
face interpolation from a source and a target models
from BU3DFE dataset. We observe that the obtained
data conserve the meaning of the source and target
shapes.

3.4 Quantitative Results

Since our goal is to validate the proposed ap-
proach, we conduct a simple comparative analysis
between the ”Gravitational-Morphing-PointNet++”
model, noise injection (Xiao and Wachs, 2021) data
augmentation and the standard PointNet++ model
(Xiang and Zhu, 2017) according to Sparse Cate-
gorical Accuracy and several metrics of which the
weighted average (w.a.) Precision, the w.a. Recall,
the w.a. F1 score. In the case of the low-size BU3DFE
dataset, we observe in Table 1 that the model trained
without any augmentation (No-aug) exhibits an accu-
racy of 29.53%, indicating its struggle to effectively
learn from the dataset. The precision, recall, and F1
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Figure 6: Examples of morphing sequence (interpolation) between two point clouds (Faces from BU3DFE) Belonging to a
same class.

Table 1: Comparison of data augmentation methods with the PointNet++ model trained on the 3D Face dataset BU3DFE
according to various performance metrics (20 epochs).

Method Sp. C. Acc.(%) Precision Recall F1 score
No-augmentation (Qi et al., 2017) 29.53 0.1922 0.0875 0.0801
Noise and jitter Injection (Xiao and Wachs, 2021) 33.65 0.1229 0.1370 0.1271
Gravitational-Morphing (ours) 62.79 0.5511 0.4258 0.5279

score are notably low, emphasizing the challenges in
distinguishing between different facial expressions.
Applying the noise injection method yields an im-
provement in accuracy (33.65%) compared to No-
aug, but the values are still relatively low. The pre-
cision, recall, and F1 score show a modest increase,
suggesting that the noise injection aids the model
in capturing more nuanced patterns. Our proposed
Gravitational-Morphing (GM) method achieves a sig-
nificantly higher accuracy of 62.79%, surpassing both
No-aug and Noise Injection. The precision, recall,
and F1 score are notably enhanced, indicating the ef-

fectiveness of the gravitational morphing technique
in improving the model’s performance in 3D facial
expression classification when dealing with low-size
datasets. Nevertheless, it is crucial to emphasize that
this work represents an initial exploration, and further
scientific investigations are underway to build upon
these preliminary and modest results.

Nevertheless, it is crucial to emphasize that this
work represents an initial exploration, and further
scientific investigations are underway to build upon
these preliminary and modest results.
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4 CONCLUSION

3D Face Gravitational Morphing emerges as an at-
tractive solution to the challenges posed by low-size
dataset in 3D facial classification. By prioritizing
the augmentation of intra-class variability while pre-
serving semantic integrity, the approach showcases
promising results in enhancing the performance of
Deep Learning models. The integration of Face Grav-
itational Morphing into the classification architecture,
demonstrated through its application to the BU3DFE
dataset, signifies a meaningful advancement in ad-
dressing the intricacies of 3D facial cloud point classi-
fication tasks. Our comparative analysis underscores
the relative performance of the proposed method, es-
tablishing a foundation for further refinement and ex-
tension of these encouraging outcomes.
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