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Abstract: Determining the degree of stenosis in coronary arteries through X-ray angiography imaging is a multifaceted task, given their appearance variability, the overlapping of vessels, and their small size. Traditional automated approaches utilize 2D deep models processing multiple angiography views as well as key frames. In this research, we propose a new deep learning model to non-invasively evaluate the fractional flow reserve (FFR) and instantaneous wave-free ratio (iFR) of moderate coronary stenosis from angiographic videos to better analyze spatial and temporal correlation without manual preprocessing. Our strategy harnesses 3D Convolutional Neural Networks (CNNs) to learn local spatio-temporal features and integrates self-attention layers to understand broad correlations within the feature set. At training time, both FFR and iFR values are employed for supervision, with missing targets suitably handled through multi-branch outputs. The resulting model can be employed to predict the presence of a clinically-significant coronary artery stenosis and to directly determine the FFR and iFR values. We also include an explainability strategy to show which parts of a video the model focuses on in the assessment of FFR and iFR values. Our proposed model demonstrates superior results than competitors on a dataset of 778 angiography exams from 389 patients. Importantly, our model doesn’t require key frames, thus reducing the efforts required by clinicians.

1 INTRODUCTION

Invasive evaluation of coronary conditions utilizing Fractional Flow Reserve (FFR) and/or Instantaneous Free wave Ratio (iFR) serves as an essential guide for Percutaneous Coronary Revascularization (PCI) of intermediate grade coronary lesions (Neumann et al., 2018; Knuuti and Revenco, 2020). Despite its proven reduction of subsequent revascularization procedures and associated prognostic benefits, its real-world application remains modest. This can be attributed to factors such as the extensive setup and measurement time, the considerable cost of the diagnostic probe, and the invasive nature of the procedure that may present a low, but not negligible, risk of complications. Furthermore, these evaluations can be subject to significant inter-observer variations. Nevertheless, clinicians are not interested to the absolute values of FFR/iFR, rather, if these values are under or over threshold, which is set to 0.80 for FFR and 0.89 for iFR (Neumann et al., 2018; Tonino et al., 2009; De Bruyne et al., 2012). In light of these challenges, Artificial Intelligence (AI) and Machine Learning (ML), with the aid of convolutional neural networks (CNNs) and more recently vision transformers (Dosovitskiy et al., 2020), have shown immense potential (Proietto Salanitri et al., 2021; Tomar et al., 2022; Salanitri et al., 2022; Valanarasu et al., 2021). They can relax these constraints by enhancing risk assessment and cardiovascular imaging analysis and automating artery stenosis quantification from coronary angiography. Despite the advancements, existing strategies require key frame selection alongside the incorporation of multiple angiography views (Zhang et al., 2020; Zhang et al., 2019) (see Fig. 1, increasing the burden on both the patients and cardiologists.

To address the above limitations, in this paper we propose a deep network that employs two views for each exam, but it does not require any key frame selection, thus balancing the need for comprehensive information. Our approach specifically seeks to evaluate stenosis severity through both direct and indirect estimation of FFR/iFR values from angiography videos. It harnesses the capabilities of both Convolutional Neural Networks (CNNs) and attention mecha-
nism to draw out meaningful spatio-temporal features and capture long-range dependencies within the input video. The CNN architecture excels at extracting meaningful spatio-temporal features from the input video, while the attention mechanism is adept at capturing long-range dependencies within the video. This combination allows our model to focus on the most relevant features for the task at hand, enhancing its predictive capabilities. Our approach is unique in that it assesses stenosis severity from two perspectives: classification and regression. The classification perspective allows us to categorize the severity of stenosis, while the regression perspective enables us to predict the precise FFR and iFR values. This dual-faceted approach provides a more nuanced understanding of the patient’s condition, offering significant support to clinicians in their decision-making process.

We validated the feasibility and accuracy of our approach using a dataset collected from multiple Italian hospitals, consisting of 778 angiographic exams from 389 patients. Our approach demonstrated superior performance compared to conventional methods, underscoring its potential as a robust, adaptable, and effective solution for stenosis assessment based on coronary angiography. Moreover, we delved into the interpretability of our model to provide a more comprehensive understanding of its functionality.

Thus, the contributions of our paper can be summarized as follows:

- We put forward a novel convolutional model specifically designed to process and analyze X-Ray angiography videos, thereby addressing a significant gap in the current literature.
- We pioneer a multi-branch architecture that allows for diverse assessment modalities, including both classification and regression. This innovative design not only promotes robust feature learning but also facilitates the training of heterogeneous datasets, thereby enhancing the model’s versatility and applicability.
- We conduct an exhaustive experimental analysis to validate the efficacy of our proposed method. The results clearly demonstrate the superior performance of our model, outperforming existing solutions in terms of accuracy and robustness.

2 RELATED WORK

Coronary stenosis is a leading cause of heart failure due to impaired blood flow resulting from vessel narrowing. The severity of the condition may indicate its possible treatment, either through pharmaceutical methods or surgery (Neumann et al., 2018). Over the past decade, deep learning has been extensively utilized for diagnosing the severity of stenosis, its detection, and FFR quantification from imaging data. In particular, two main categories of methods exist: 2D approaches that analyze individual frames from angiography videos, and 3D models that directly extract spatio-temporal features from the entire video. Most 2D methods classify stenosis by severity levels or identify hemodynamically-significant stenosis by thresholding FFR/iFR values. Key frames are typically identified through CNN architectures (Moon et al., 2021; Rodrigues et al., 2021) or through a combination of convolutional and recurrent networks (Cong et al., 2019; Ma et al., 2017; Ovalle-Magallanes et al., 2022). A subset of these techniques limit the analysis to blood vessels by incorpo-
rating a pre-processing segmentation step (Wu et al., 2020; Au et al., 2018). Stenosis detection on individual frames is also prevalent and generally involves key frame identification and object detection models for stenosis location. A comprehensive benchmark of state-of-the-art object detection models for coronary stenoses is presented in (Danilov et al., 2020). Another set of 2D methods analyze the form and visual appearance of blood vessels on the key frame to locate stenoses (Zhao et al., 2021b; Zhao et al., 2021a). Additionally, interpretability approaches on frame-based stenosis classification models generate activation maps to assist in stenosis detection (Moon et al., 2021; Cong et al., 2019). Recently, a few 3D models have emerged that operate on the entire angiography videos for quantitative coronary analysis and stenosis detection (Zhang et al., 2019; Zhang et al., 2020; Xue et al., 2018; Han et al., 2023). (Zhang et al., 2019; Zhang et al., 2020) are particularly relevant to our work as they conduct a quantitative coronary analysis (QCA) of stenoses. In detail, these methods carry out regression of several clinical indices, such as minimum lumen diameter, proximal and distal reference vessel diameters, among others, utilizing a primary angiography view alongside an additional side view and a manually chosen key frame. These methods are based on a 3D convolutional backbone, shared between the two angiography views, whose features are further processed by an attention layer in (Zhang et al., 2020). They also employ 2D dilated residual convolutions to extract features from the key frame. These two feature sets are then processed by a hierarchical self-attention mechanism for the final QCA regression.

Our proposed approach contrasts with existing ones in that it does not require a manually-selected key frame, thereby reducing the load on physicians. We employ a 3D CNN model combined with a global attention mechanism in conjunction with a multi-task formulation of stenosis severity assessment, which encourages the learning of more generic features and supports supervision via both discrete class labels and continuous FFR/iFR scores.

\[ \text{MHA}(Q, K, V) = \left[ \text{head}_1, \text{head}_2, \ldots, \text{head}_h \right] \times W_O \]

(1)

where:
- \( Q, K, \) and \( V \) are the input queries, keys, and values, respectively.
- head\(_h\) = SelfAttention\( (Q \times W_Q, K \times W_K, V \times W_V) \) represents the self-attention mechanism applied to each head.
- \( h \) is the number of attention heads.
- \( \left[ \text{head}_1, \text{head}_2, \ldots, \text{head}_h \right] \) denotes the concatenation of the output of each head.
- \( W_O \) is the output transformation weight matrix.

The SelfAttention function is defined as:

\[ \text{SelfAttention}(Q, K, V) = \text{Softmax} \left( \frac{Q \times K^T}{\sqrt{d_k}} \right) \times V \]

(2)

where \( d_k \) is the dimension of the key vectors.

This self-attention mechanism allows the model to focus on the most relevant features for the task at hand, enhancing its predictive capabilities. The self-attended features are then simultaneously fed to a three-branch layer. This layer is responsible for performing binary classification and quantification, through regression, of either FFR (for the data for which FFR is provided) or iFR (for the data for which iFR is provided). This multi-task approach allows the model to provide a comprehensive analysis of the angiography data. The classifier predicts a binary class on the hemodynamical significance of a stenosis, using established iFR and FFR thresholds of 0.89 and 0.80, respectively, as reported in (Neumann et al., 2018; Tonino et al., 2009; De Bruyne et al., 2012; Baumann et al., 2018).

3 METHOD

The proposed model, as depicted in Fig. 2, is a deep learning architecture that combines a sequence of 3D convolutional kernels, inspired by the 3D ResNet-18 (Tran et al., 2018), with attention modules. The model is designed to process two views of angiography exams, which serve as its input. These inputs are processed by a shared 3D convolutional network, which is trained to extract spatio-temporal features from the angiography data. More specifically, the feature extractor is a ResNet3D model (Tran et al., 2018), pre-trained on the Kinetics-400 dataset (Carreira and Zisserman, 2017) for video action recognition. To adapt this model from RGB to the X-ray inputs, the first-layer convolutional kernels are averaged over the channel dimensions, allowing the model to effectively process the angiography data. This feature extractor is shared among the two input views and for each view it produces a spatio-temporal tensor \([W, H, T, C]\) where 
- \( W, H, T \) and \( C \) are, respectively, weight, height, time and channels (feature maps). This tensor is then serialized into a \([W \times H \times T, C]\) tensor and processed by a multi-head spatio-temporal self attention module that performs the following operation:

\[ \text{MHA}(Q, K, V) = \left[ \text{head}_1, \text{head}_2, \ldots, \text{head}_h \right] \times W_O \]

(1)

where:
- \( Q, K, \) and \( V \) are the input queries, keys, and values, respectively.
- head\(_h\) = SelfAttention\( (Q \times W_Q, K \times W_K, V \times W_V) \) represents the self-attention mechanism applied to each head.
- \( h \) is the number of attention heads.
- \( \left[ \text{head}_1, \text{head}_2, \ldots, \text{head}_h \right] \) denotes the concatenation of the output of each head.
- \( W_O \) is the output transformation weight matrix.

The SelfAttention function is defined as:

\[ \text{SelfAttention}(Q, K, V) = \text{Softmax} \left( \frac{Q \times K^T}{\sqrt{d_k}} \right) \times V \]

(2)

where \( d_k \) is the dimension of the key vectors.

This self-attention mechanism allows the model to focus on the most relevant features for the task at hand, enhancing its predictive capabilities. The self-attended features are then simultaneously fed to a three-branch layer. This layer is responsible for performing binary classification and quantification, through regression, of either FFR (for the data for which FFR is provided) or iFR (for the data for which iFR is provided). This multi-task approach allows the model to provide a comprehensive analysis of the angiography data. The classifier predicts a binary class on the hemodynamical significance of a stenosis, using established iFR and FFR thresholds of 0.89 and 0.80, respectively, as reported in (Neumann et al., 2018; Tonino et al., 2009; De Bruyne et al., 2012; Baumann et al., 2018).
The model is trained using a combination of binary-cross entropy loss (3) for the classification task and L1 loss (4) for the regression task on the continuous values of iFR and FFR.

\[ L_{BCE} = -\frac{1}{N} \sum_{i=1}^{N} \left[ y_i \log(\hat{y}_i) + (1 - y_i) \log(1 - \hat{y}_i) \right] \]  

\[ L_{L1} = \frac{1}{N} \sum_{i=1}^{N} |y_i - \hat{y}_i| \]

where \( y \) is the true label and \( \hat{y} \) is the predicted label. The total loss function, combining both the binary-cross entropy loss and the L1 loss, can be represented as:

\[ L_{total} = \alpha L_{BCE} + \beta L_{L1} \]  

where \( \alpha \) and \( \beta \) are hyperparameters that control the importance of the two loss terms. This dual loss function (5) approach allows the model to effectively learn and predict both binary and continuous outcomes, enhancing its versatility and predictive power.

4 EXPERIMENTAL RESULTS

4.1 Dataset

The proposed method was trained and evaluated using a private dataset of 778 coronary angiographies from 389 patients, gathered between January 2020 and January 2022. The patient group consisted of 303 males and 86 females, with an average age of 67.9 ± 9.61 years. IRB protocol number is 0092163.

The study encompassed patients diagnosed with either chronic coronary syndrome (CCS) or acute coronary syndrome (ACS). For each patient, two X-ray angiographies, each from a different view, were available. These angiographies were assessed by two expert cardiologists who conducted invasive physiological evaluations of intermediate coronary stenosis using iFR, FFR, or both.

Specifically, FFR values were available for 251 patients (64.5%), iFR values for 228 patients (58.6%), and both values were provided for a subset of 90 patients (23.1%). For each exam, the major stenosis was identified by radiologists and labeled as hemodynamically significant if the FFR value was less than 0.80 (Neumann et al., 2018; Johnson et al., 2015; Tonino et al., 2009; De Bruyne et al., 2012) or if the iFR value was less than 0.89 (Neumann et al., 2018; Baumann et al., 2018; Davies et al., 2017). Consequently, 93 patients (23.9%) were labeled as positive, resulting in a significant class imbalance.

The coronary angiography and physiological measurements were conducted following standardized clinical practice, and key frames were annotated by two expert cardiologists. The angiographies were collected using different machines and practices, resulting in variations in spatial sizes (ranging from \( 512 \times 512 \) to \( 1024 \times 1024 \)) and frame rates (ranging from 15 fps to 30 fps). To standardize the data, all samples were resized to \( 256 \times 256 \) pixels and adjusted to 15 fps, with all collected videos cut to a length of 60 frames, equivalent to 4 seconds.

4.2 Training and Evaluation

We conducted a 5-fold nested cross-validation to estimate the accuracy of the proposed approach and the comparative methods. In each split, we allocated 60%
Table 1: Comparison of our method with state-of-the-art general deep learning and clinic AI methods.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Accuracy</th>
<th>AUC</th>
<th>Sensitivity</th>
<th>Specificity</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ours</td>
<td>0.93±0.03</td>
<td>87.3±1.64</td>
<td>92.2±1.79</td>
<td></td>
</tr>
<tr>
<td>S3D (Xie et al., 2018)</td>
<td>79.5±5.54</td>
<td>65.4±14.17</td>
<td>93.6±4.81</td>
<td></td>
</tr>
<tr>
<td>MVCNN (Su et al., 2015)</td>
<td>84.5±6.11</td>
<td>76.8±10.20</td>
<td>92.2±2.18</td>
<td></td>
</tr>
<tr>
<td>GVCNN (Feng et al., 2018)</td>
<td>78.4±4.52</td>
<td>71.0±7.29</td>
<td>85.8±4.36</td>
<td></td>
</tr>
<tr>
<td>DMQCA (Zhang et al., 2019)</td>
<td>81.7±3.69</td>
<td>70.2±8.00</td>
<td>93.2±1.87</td>
<td></td>
</tr>
<tr>
<td>HEAL (Zhang et al., 2020)</td>
<td>79.5±5.18</td>
<td>67.9±9.32</td>
<td>91.4±3.26</td>
<td></td>
</tr>
<tr>
<td>DMTRL (Xue et al., 2018)</td>
<td>79.1±3.79</td>
<td>67.0±6.56</td>
<td>91.2±3.48</td>
<td></td>
</tr>
</tbody>
</table>

\[
\text{MSE} = \frac{1}{n} \sum_{i=1}^{n} (y_i - \hat{y}_i)^2 \quad (6)
\]

\[
\text{MAE} = \frac{1}{n} \sum_{i=1}^{n} |y_i - \hat{y}_i| \quad (7)
\]

where \(y_i\) is the actual value and \(\hat{y}_i\) is the predicted value.

4.3 Results

As reported in Table 1, our model shows satisfactory accuracy in determining the hemodynamic significance of coronary stenoses, outperforming both general deep learning models and clinic AI techniques, with an average accuracy score of 87.3, significantly higher than the others: the closest competitor (Zhang et al., 2019) has a notably lower accuracy of 81.7.

In terms of Area Under the Curve (AUC), as shown in Fig. 3 our method yields 0.93, indicating a higher true positive rate for the same false positive rate, which is a desirable characteristic in medical applications. Our method also shows superior performance in terms of sensitivity, with a score of 82.4. This means that our method is better at correctly identifying positive cases. The specificity of our method is 92.2, which is slightly lower than (Zhang et al., 2019) but higher than the other two methods. This indicates that our method is quite good at correctly identifying negative cases.

Additionally, as reported in Table 2 the performance of our proposed model was also satisfactory when FFR and iFR values were treated as continuous variables rather than dichotomous ones.

Table 2: Performance (in terms of MSE and MAE) when regressing FFR and iFR values.

<table>
<thead>
<tr>
<th>Measure</th>
<th>MSE</th>
<th>MAE</th>
</tr>
</thead>
<tbody>
<tr>
<td>FFR</td>
<td>0.060±0.005</td>
<td>0.037±0.002</td>
</tr>
<tr>
<td>iFR</td>
<td>0.045±0.005</td>
<td>0.026±0.003</td>
</tr>
</tbody>
</table>

Fig. 3 reports the comparison in terms of ROC and precision-recall curves between our approach and
the state-of-the-art methods specifically designed for stenosis quantification.

In addition, in Table 3 we investigate whether the use of a keyframe for each view, inserting an input branch with a ResNet-50 with late fusion strategy on our model, would lead to performance improvements. Our findings reveal a substantial equality in performance, showing that our approach is autonomously able to identify key information in the video, without the need for manual human interaction.

Finally, we investigate the impact of the employed spatio-temporal attention mechanism. In particular, we evaluate the performance of our model when using a) global attention, i.e., each location in the feature volume attends to all other locations in space and time; b) no attention applied to the CNN extracted features. The comparison is carried out using different attention strategies using interpretability maps, computed through M3D-cam (Chattopadhay et al., 2018). Fig. 4 shows that our spatial and temporal attention is an effective strategy to make the model focus on the stenosis for FFR quantification, demonstrating the importance of both spatial and temporal information in coronary angiographies. When no attention is used the model fails to focus on the major stenosis, thus leading to incorrect and highly uncertain predictions.

Overall, these results suggest that our method pro-
provides a more accurate and reliable performance compared to the other state-of-the-art methods.

## 5 CONCLUSIONS

In this work, we presented an approach for the non-invasive evaluation of Fractional Flow Reserve (FFR) and instantaneous wave-free ratio (iFR) from standard coronary angiography, based on a combination of 3D Convolutional Neural Networks and self-attention layers, without the requirement of manual intervention in the identification of a keyframe or vessel region in the video. Our approach provides a reliable evaluation of coronary stenoses without the need for hyperemic flow induction, eliminating risks associated with intracoronary wire passage and reducing additional equipment, training, and procedural costs.

Our model has demonstrated exceptional accuracy and specificity across diverse cases, showcasing its robust performance in hemodynamic evaluation and its potential to enhance both operator and patient access to physiologically guided decision-making, which could have a consequential impact on clinical outcomes and costs.

Future research directions include the employment of specific synthetic data generation techniques, as exemplified by (Pennis et al., 2023), both for data augmentation purposes and to facilitate secure data sharing while preserving privacy. Moreover, given that a substantial portion of patients in the dataset underwent invasive FFR/iFR for clinical reasons, a potential selection bias towards a relatively high burden of angiographic and functional coronary disease cannot be entirely dismissed. To address this concern, ongoing efforts involve expanding the dataset and refining the model to ensure its robustness across a broader spectrum of patient profiles and clinical scenarios.
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