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Abstract: Time series exist in a wide variety of domains, such as market prices, healthcare and agriculture. Modelling time series data enables forecasting, anomaly detection, and data exploration. Few studies compare technologies and methodologies in the context of time series analysis, and existing tools are often limited in functionality. This paper focuses on the formulation and refinement of pricing strategies in mass retail, based on learning methods for sales forecasting and evaluation. The aim is to support BOOPER, a French startup specializing in pricing solutions for the retail sector. We focus on the strategy where each model is refined for a single product, studying both ensemble and parametric techniques as well as deep learning. To use these methods a hyperparameter setting is needed. The aim of this study is to provide an overview of the sensitivity of product sales to price fluctuations and promotions. The aim is also, to adapt existing methods using optimized machine and deep learning models, such as the Temporal Fusion Transformer (TFT) and the Temporal Convolutional Network (TCN), to capture the behaviour of each product. The idea is to improve their performance and adapt them to the specific requirements. We therefore provide an overview and experimental study of product learning models for each dataset, enabling informed decisions to be made about the most appropriate model and tool for each case.

1 INTRODUCTION

Time series analysis plays a key role in forecasting sales, particularly in the area of e-commerce, which is in full expansion. Interest in these methods is demonstrated by the participation of the world’s largest retailer, Walmart, in Kaggle competitions. One of the most famous examples may be the M5 competition (Makridakis et al., 2022a), where it was observed that traditional methods used in retail, such as exponential smoothing or the Croston model, were outperformed by machine learning tools such as ensemble models like XGboost or LightGBM. In addition, there are many recent deep learning tools such as TCN (Temporal Convolutional Networks), TFT (Temporal Fusion Transformer) and DeepAR that further enhance the technical ability to extract temporal information. These techniques are often accompanied by AutoML (O’Leary et al., 2023) (Alshafie et al., 2022) tools (such as GluonTS (Alexandrov et al., 2020)) that provide them with a pre-built calibration solution. However, (Benidis et al., 2022) choose to train a local univariate model for each product. Based on our experiments, AutoML (Waring et al., 2020) combined within multiple deep learning models takes too long to go into production for local prediction when tasked with searching within a broad enough ensemble to have a varied interpretation of the context. Nevertheless, training a model for each product provides a local understanding of the product’s true elasticity, which is particularly important when trying to provide pricing advice. The challenge is therefore to maintain accurate sales knowledge while having information on the local elasticity of the product.

Our idea is to review the literature on existing solutions, build a reasonable number of models based on sales characteristics, and then reduce the hyperparameter space.

The present work concerns real data from BOOPER a company providing inventory management and price advice software for the retail sector. Its strategy is to collect customer data in order to pre-
dict sales fluctuations and estimate them on the basis of historical data. The main data challenges revolve around two significant factors: the considerable variability in sales series within store products, and the decision to implement a single product forecasting approach.

The study presented in this paper is part of a research line with a wider scope, aiming to: define an accurate one-month estimates of shelf supply; understand product elasticity, which helps to identify the most popular products based on seasonal and annual events, especially for promotional periods; identify price plateaus, price changes likely to dissuade a customer; know the right historical duration to feed the models.

The aim is to define the best model for each product, taking into account the sales context, such as price, seasonality, events, changes.

In this paper, we present the several conducted experiments to answer specific questions about model behaviour, such as to how does the size of lags influence the accuracy of Boosting models’ forecasts? Are deep learning models relevant in the context of single-series analysis? Which model should be used? Is a combination of models of interest?

The rest of this paper is organised as follows. In Section 2, we present the preliminaries and related work. Then, in Section 3, we formalise the problem and detail the constraints. Section 4 is dedicated to the presentation of our methodology for studying pricing strategies, the numerical results and the interpretation of the obtained results. Finally, Section 5 concludes and presents our future work.

2 RELATED WORK

Most of the methods used in mass retailing are based on statistical estimation. In this paper, we will be mostly focused on the autoregressive approach. The principle is relatively straightforward. We want to construct a global prediction function \( f_h \) such that \( z_{t+h} = f_h(z_{t}, \theta_{t}) \).

2.1 Machine & Deep Learning Methods

The Seasonal AutoRegressive Integrated Moving Average -X (SARIMAX) model has historically been used by our company as a benchmark. It has the formula given by:

\[
(1 + \sum_{j=1}^{p} \phi_j L^j)(1 - \sum_{i=1}^{d} \Phi_i L^i)(1 - L)^d(1 - L^l)^S \epsilon_t = (1 + \sum_{j=1}^{q} \Theta_j L^j)(1 - \sum_{i=1}^{Q} \theta_i L^i) \epsilon_t + \sum_{i=1}^{k} \beta_i x_{t,i} \]

\( p \) and \( \phi \) are the order and coefficient of the autoregressive (AR) part, \( d \) is the degree of first differencing involved (non-seasonal), \( q \) and \( \theta \) are the order and coefficient of the moving average (MA) part, \( P \) and \( \Phi \) are the order and coefficient of the seasonal AR part, \( D \) is the degree of seasonal differencing, \( Q \) and \( \Theta \) are respectively the order and the coefficient of the seasonal MA part, \( S \) is the length of the seasonal cycle, \( L \) is the lag operator, \( y_t \) is the time series, \( \epsilon_t \) is the error term, \( x_{t,i} \) are the exogenous variables and the \( \beta_i \) are the coefficients associated with the exogenous variables. The ARMA part can be fixed and optimised using the Box-Jenkins method, as detailed in the (Hyndman and Athanasopoulos, 2018) book.

However, the parametric (S)ARIMA-X model is not the most appropriate as it can only identify linear relationships between variables and past values. In addition, the noise is rarely Gaussian when considering sales series. Then Croston method described in (Kaya et al., 2020) and some Poisson-based methods detailed in (Liboschik et al., 2017) are also interesting in this context. But these methods do not take into account the feature importance.

This transformation aims to treat past observations and other features derived from the time series as independent variables for predicting future values. This transformation is often performed using a technique called a “rolling window”. For each data point, we create features from previous data points within a window of specified size. We can first introduce bagging techniques such as random forest (Breiman, 2001). The idea behind the bagging method is to put together many prediction trees to get a higher accuracy.

Then we need to look at some boosting methods (such as XGBoost (Chen and Guestrin, 2016), LightGBM (Ke et al., 2017), CatBoost (Prokhorenkova et al., 2018)). These have been particularly successful in competitions. XGBoost is the first boosting algorithm that gave as much choice as possible to deal with overfitting problems, which are common in boosting techniques. LightGBM is the faster algorithm in the boosting list, the key techniques added in LightGBM are Gradient-based One-Side Sampling (GOSS) and Exclusive Feature Bundling (EFB). CatBoost, which is slower, but can produce better results in some cases. Key techniques in CatBoost include the use of random permutations in training instances and symmetric trees, trees grown level by level extending all leaf nodes with the same split condition.

Significant improvements have also been made to deep learning methods, which are increasingly well suited to temporal tasks. DeepAR (Salinas et al., 2020) is designed to be autoregressive, meaning
that it makes predictions by taking into account its own past predictions as part of the input data. TCN (Bai et al., 2018) extracts spatially invariant local relationships. Finally, TFT (Lim et al., 2021) attempts to combine the best of both approaches. Other architectures are designed to work with time series data, e.g. Nbeats, which has special processing for time series, and LSTM are built to find short and long dependencies.

2.2 Improvement to Realize in Retail Sales Forecasting

There is a notable gap in the literature in the area of retail forecasting, especially when adopting a strategy that involves learning individual models for each product. There are few papers in the literature that propose a clear methodology on the conditions that lead to the use of a particular model. Indeed, when we apply the models in the literature to a diverse set of randomly selected products, it’s difficult to find one model that always performs best. Even when tracking a single product, we find that the best model can change over the course of the product’s lifecycle. Furthermore, in our optimisation processes, it is essential to prioritise models that have the greatest impact in relation to the context. Finally, it is essential to determine the appropriate training period for the models in order to know when to retrain them, and we don’t find any advice on this in the literature.

In our research, we used machine learning and deep learning algorithms to predict sales series. This approach posed problems. When exploring extended hyperparameters using advanced optimisation tools, we were faced with time constraints. This problem can become more difficult, particularly with deep learning.

3 PROBLEM STATEMENT

To provide a clearer visualization and understanding of our problem, we will present the formalization of the process used to train and select the model within a function set, gamma, that we want to reduce. An overview is given in figure 1. First, we consider some models parameterized with an initial set of hyperparameters. We compare them to a target series associated with a unique product contained in a single store. We point out that the main need of clients is to obtain elasticity indicators.

![Diagram](image)

**Figure 1**: An overview of the model selection process by product.

3.1 Problem Definition

Let $I$ be the set of time series of sales that exist in a store containing $i \in I \subseteq \mathbb{N}$ products.

Then we construct the application of $A : I \times T \rightarrow \mathbb{R}$ such that $i, t \rightarrow y_{i,t}$.

Let $X$ be a set of features $x_i$ that customers want to see in the model for their price management.

The set $\Gamma$ of machine & deep learning functions in which we can find the best function $\gamma_{i,\theta,\gamma}$, where $\theta$ is a vector of hyperparameters that predict the sales quantity $Y_{i,t}$ of a product $i$ at a given time $t$.

We also define the following minimization problem:

$$\arg\min_{\gamma_{0,\lambda}} \mathbb{E} \left( L\left( y_{0}(x_{i,t+h-\ell};y_{i,t-\ell}), x; y_{i,t}\right) \right) \quad (2)$$

Where $l$ is the number of lags and $h$ is the horizon. $L$ is a convex metric that will allow us to evaluate the performance of the models to be defined.

We rely on the notations given in the state of the art (Benidis et al., 2022) and position the current problem of the startup as a local univariate one.

Indeed, we only predict a single series of sales per model, associated with a unique product contained in a single store. We point out that the main need of clients is to obtain elasticity indicators.

3.2 Dataset Statistical Constraints

When studying sales time series, we often encounter periods with a high number of zeros and fluctuations.
in variance and trend. In order to identify the differences between products, it’s essential to establish specific statistical indicators such as the ADI (Average Demand Interval) and the CV (Coefficient of Variation). Other treatments, such as outlier detection and change point analysis, can have a significant impact on the forecast. Another finding is that the time series may not be autoregressive.

The ADI is defined as follows:

\[ ADI = \frac{N}{N} \sum_{i=1}^{N} \tau_i \]  

Where \( N \) is the number of sales days over the time interval (i.e. from the first day of sale to the last) \( \tau_i = t_1 - t_0 \) i.e. the distance between the first sale and the next sale, which in fine gives the full number of days.

The CV is defined as:

\[ CV = \sqrt{\frac{N}{\varepsilon} \sum_{i=1}^{N} (\varepsilon_i - \varepsilon)^2} \]  

\( \varepsilon \) is a number of sales. \( \varepsilon \) is the average number of sales on days when there were sales.

\[ \varepsilon = \frac{\sum_{i=1}^{N} \varepsilon_i}{N} \]  

\( CV \) is therefore the variance of sales observed on sales days. In addition, by these two estimators, we can construct the (Syntetos and Boylan, 2005) Classification (SBC).

- intermittent series if \( CV < 0.49 \) and \( ADI > 1.32 \)
- smooth series if \( CV < 0.49 \) and \( ADI < 1.32 \)
- lumpy series if \( CV > 0.49 \) and \( ADI > 1.32 \)
- erratic series if \( CV > 0.49 \) and \( ADI < 1.32 \)

4 EXPERIMENTAL STUDY, RESULTS AND INTERPRETATION

This section presents our experimental study on product sales time series. First, we present our dataset and its preparation required for our experiments. Then, we detail the proposed machine learning and deep learning models and their hyperparameters. Finally, we present and discuss the results.

4.1 Experimental Datasets

Several datasets have been used during this study. The first was selected directly from a customer context. We then refined the choice of products to better understand the behavior of the model. We started with large-scale tests under commercial conditions. In the first experiment, we included 450816 products. These products were selected in 23 stores, so we made no selection on time-series behavior. The study was carried out in a store that handles general data, i.e., it sells a wide range of product types. These types are described in the section 3.2. This has enabled us to collect series with different behaviours. We randomly selected two hundred series of each product type. The types were classified according to the interval between two sales and the variance of average product sales. Then, for the first selection, the model was trained on a large number of stores. This enabled us to understand what happens in the real world and to generate hypotheses to check whether we wanted to adapt reality to the smaller test. We then carried out detailed experiments on a representative set of randomly selected products. This was done to understand how some criteria might affect the model’s predictive performance. This study was carried out on a general data store, which means that it sells a variety of prod-
uct types, which are described in the section 3.2. This allowed us to collect series with different behaviours.

To prepare the data and implement a sliding window strategy, we used the Darts library (Herzen et al., 2022). It makes it easy to determine the sliding window intervals. For the normalization, we use Sklearn’s MinMax method, which is the most widely used, especially for the application of deep learning models. The normalization step is essential to ensure convergence of the gradient descent. We also try the Yeo-Johnson function, which is interesting because it allows us to obtain a stationary time series, but it is less stable, so we don’t select it in our experiments. We don’t use normalization step for Boosting models.

To avoid data leakage, we evaluate model performance on an unknown test dataset corresponding to two last months of historical data (60 days). For deep learning models, we choose to divide the remaining data following the exclusion of the test dataset, into a training set corresponding to 865 days and a validation set consisting of 371 days. The first partition reduces overfitting, while the second is used for back-propagation.

The data, encompassing a broad range of product types, facilitated the collection of series exhibiting varied behaviors. We classified these types based on sales intervals and variance, randomly selecting 183 series per type for detailed analysis (cf. table 1). Utilizing the Darts library (Herzen et al., 2022), we implemented a sliding window strategy for data preparation. For normalization, Sklearn’s MinMax method was employed, crucial for deep learning models’ gradient descent convergence. However, we excluded the normalization step for Boosting models.

4.2 Experiments

Addressing the introductory questions, our two-step approach first hypothesized about boosting and parametric performance, focusing on a small set of hyperparameters for scalability. We then integrated deep learning models, selecting products with specific characteristics (intermittent, smooth, erratic, lumpy) to mimic real-world shop scenarios, as outlined in table 1. Products with minimal historical sales were excluded, especially when assessing time influence in boosting models. Our evaluation metrics included MAE, RMSE, MASE, and a monthly MAE reflecting aggregated monthly sales, aligning with large retailer assessments. These metrics, though not flawless, were applied to the experimental dataset described in section 4.1, aiming to identify the most suitable model for each product type.

4.3 Time Series Prediction and Experimental Results

Using the autoRank library (Herbold, 2020), we analyzed results statistically and graphically. This provided the necessary statistical justification for our results. In addition, we have mentioned the hyperparameter settings used for each experiment. The other tables show the mean rank (MR), the median difference from the best model (MED), the median absolute difference (MAD), the 95% confidence interval (CI), the effect size (γ) and the magnitude of the effect size for each model.

During the first experiment, we were using the following couples between models and hyperparameters:

Table 2: Setting Hyperparameters for the First Experiment.

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>CatBoost</td>
<td>boosted:gbtree, max_depth=4, min_samples_leaf=100, n_estimators=100</td>
</tr>
<tr>
<td>Random Forest</td>
<td>max_depth=100</td>
</tr>
<tr>
<td>XGBoost</td>
<td>booster = ‘gbdt’, nrounds=1000, metric='mae', objective='reg:quantile', gamma=0.4, depth=4, early_stopping=10</td>
</tr>
<tr>
<td>LightGBM</td>
<td>type='gbdt', max_depth=100, metric='mae'</td>
</tr>
<tr>
<td>XGB</td>
<td>max_depth=100, metric='mae', objective='reg:quantile', boosting_type='gbdt'</td>
</tr>
</tbody>
</table>

Table 3: Analysis of Boosting Models’ Performance.

<table>
<thead>
<tr>
<th>Model</th>
<th>MR</th>
<th>MED</th>
<th>MAD</th>
<th>CI</th>
<th>Effect Size (γ)</th>
<th>Magnitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>CatBoost</td>
<td>2.516</td>
<td>3.221</td>
<td>1.945</td>
<td>[2.795, 3.852]</td>
<td>-0.800</td>
<td>negligible</td>
</tr>
<tr>
<td>LightGBM</td>
<td>1.886</td>
<td>4.120</td>
<td>3.955</td>
<td>[3.579, 4.726]</td>
<td>-0.284</td>
<td>small</td>
</tr>
<tr>
<td>XGB</td>
<td>1.598</td>
<td>4.704</td>
<td>3.006</td>
<td>[4.032, 5.699]</td>
<td>-0.401</td>
<td>small</td>
</tr>
</tbody>
</table>

Figure 2 displays the distribution of top-performing models over the last month, indicating a balanced model rank variation. The pie chart shows no significant MAE differences across product types, using hyperparameters from Table 2.

Then we create modelComp, with hyperparameters described in Table 4, selects the model with the closest absolute value prediction to the sales achieved in the previous month, based on three different algorithms. As in the first experiment, this model can vary. Extending our study, present findings on 183
randomly selected products, using Darts library defaults for boosting models. Lag size variation showed negligible impact on boosting models’ MAE performance, confirmed by the Nemenyi test (cf. Figure 3 (b)). CatBoost, however, significantly outperformed others in RMSE. Figure 3 (a) evaluates errors in MAE across lags 1 to 30, with CatBoost leading in RMSE performance for the hyperparameter given in the Table 3. The table shows model performance dispersion, indicating varying effectiveness.

Then we compare the combination of the model in Table 4 with the machine learning model given in the Table 5. In the comparison, we obtained the result given in the Figure 4, using varied error metrics and sliding windows (nb_in = 30, nb_out = 15).

In terms of RMSE with the Nemenyi test highlighting key findings: (1) Negligible differences between RF and model_Comp, (2) Similar performance levels for XGBoost and (S)ARIMA-X, (3) No significant differences among Arima, LSTM, train_TCN, nBeat, and TFTModel groups. LSTM’s lower MAD than ARIMA and DeepAR’s lower CI upper bound than standard LSTM suggest varying model order

### Table 5: Hyperparameter, Used to Obtain the Ranking.

<table>
<thead>
<tr>
<th>Model</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>TFT</td>
<td>hidden (input, lstm, dropout=0.1, n_epochs=30, n_hid=32, n_layers=3)</td>
</tr>
<tr>
<td>DeepAR</td>
<td>model=QNN, LSTM block=1, hidden (input, lstm, dropout=0.1, n_epochs=30)</td>
</tr>
<tr>
<td>LSTM</td>
<td>model=QNN, LSTM block=1, hidden (input, lstm, dropout=0.1, n_epochs=30)</td>
</tr>
<tr>
<td>N-BEATS</td>
<td>model=architecture=nn, input_dim=3, n_epochs=30, n_hid=32, n_layers=3</td>
</tr>
<tr>
<td>TCN</td>
<td>n_epochs=50, dropout=0.1, input_dim=3, n_hid=32, n_layers=3</td>
</tr>
</tbody>
</table>

Figure 4: (a) Model Ranking Based on the Company’s Metric (b) Model Ranking According to RMSE.

(1) No significant differences between RF model, model_Comp, and XGB Model, (2) No significant differences among TCN, ARIMA, N-BEATS, LSTM, DeepAR, and TFT, (3) Significant differences in other model pairings.

This implies that when other metrics are considered, the hierarchy of model performance may shift considerably.

### 4.4 Discussion

We are exploring ML/DL tools for time series analysis in sales forecasting, focusing on understanding the impact of pricing and promotion strategies. Our approach, tested on a comprehensive dataset encompassing various shops and products, revealed that...
Table 6: Obtained results given in terms of RMSE.

<table>
<thead>
<tr>
<th></th>
<th>MR</th>
<th>MED</th>
<th>MAD</th>
<th>CI</th>
<th>γ</th>
<th>Magnitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>RFmodel</td>
<td>7.754</td>
<td>0.772</td>
<td>0.624</td>
<td>[0.426, 1.625]</td>
<td>0.000</td>
<td>negligible</td>
</tr>
<tr>
<td>model,Comp</td>
<td>7.345</td>
<td>0.921</td>
<td>0.727</td>
<td>[0.511, 1.211]</td>
<td>0.000</td>
<td>negligible</td>
</tr>
<tr>
<td>XGBoost,CI</td>
<td>6.212</td>
<td>0.915</td>
<td>0.711</td>
<td>[0.500, 1.681]</td>
<td>-0.144</td>
<td>negligible</td>
</tr>
<tr>
<td>Arima</td>
<td>5.215</td>
<td>1.108</td>
<td>0.883</td>
<td>[0.601, 2.348]</td>
<td>-0.296</td>
<td>small</td>
</tr>
<tr>
<td>LSTM</td>
<td>4.392</td>
<td>1.237</td>
<td>0.816</td>
<td>[0.748, 5.008]</td>
<td>-0.431</td>
<td>small</td>
</tr>
<tr>
<td>train,TCN</td>
<td>3.677</td>
<td>1.246</td>
<td>0.876</td>
<td>[0.763, 2.545]</td>
<td>-0.420</td>
<td>small</td>
</tr>
<tr>
<td>nBest</td>
<td>3.654</td>
<td>1.223</td>
<td>0.935</td>
<td>[0.726, 2.557]</td>
<td>-0.383</td>
<td>small</td>
</tr>
<tr>
<td>TFTModel</td>
<td>3.346</td>
<td>1.295</td>
<td>0.929</td>
<td>[0.866, 2.352]</td>
<td>-0.446</td>
<td>small</td>
</tr>
<tr>
<td>DeepAR</td>
<td>3.023</td>
<td>1.478</td>
<td>1.033</td>
<td>[0.825, 2.486]</td>
<td>-0.558</td>
<td>medium</td>
</tr>
</tbody>
</table>

Table 7: Obtained results (metric fixed by BOOPER).

<table>
<thead>
<tr>
<th></th>
<th>MR</th>
<th>MED</th>
<th>MAD</th>
<th>CI</th>
<th>γ</th>
<th>Magnitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>RFmodel</td>
<td>6.446</td>
<td>5.753</td>
<td>4.320</td>
<td>[3.401, 12.290]</td>
<td>0.000</td>
<td>negligible</td>
</tr>
<tr>
<td>XGBoost</td>
<td>5.742</td>
<td>6.304</td>
<td>4.936</td>
<td>[3.936, 17.543]</td>
<td>-0.080</td>
<td>small</td>
</tr>
<tr>
<td>nBest</td>
<td>4.192</td>
<td>12.132</td>
<td>10.550</td>
<td>[5.449, 28.536]</td>
<td>-0.574</td>
<td>medium</td>
</tr>
</tbody>
</table>

Specifically, outcomes can vary notably when assessed using MASE; this is especially evident for products with intermittent sales. Conversely, when employing the Comp-approved metric, there is an emphasis on products with high amount of sales. This discrepancy explains the notable difference in rankings produced by the two metrics. Therefore, selecting an appropriate metric is vital. In our setting, the ideal metric would be one that effectively highlights feature variations. A constructive direction for our research might be to devise a metric that considers this aspect.

5 CONCLUSION AND FUTURE WORK

In this study, we explored various machine learning tools for forecasting sales time series, aiming to identify models that are not only accurate but also sensitive to changes in pricing and promotions. Our methodology involved testing a range of models on real-life data, ensuring the generality of our results. We observed that boosting algorithms, particularly Catboost, performed well even with small lags. However, without hyperparameter optimization, deep learning models were not the most effective for sales forecasting. Our experiments indicated that the best model for the last month often matched the overall best model, suggesting stability in product-specific model adaptation. The next steps in our research include fine-tuning hyperparameters for individual products and narrowing the optimization scope. This approach will help determine if deep learning methods can meet the goal of “one model per product” and how they compare with autoTS algorithms. While a multivariate approach offers more data for potentially more accurate forecasts, it may reduce interpretability, which is crucial for advising clients on variable influences. Therefore, a high-quality, single-product approach ensures in-depth product understanding. Familiarity with established models from the literature allows us to use them efficiently, balancing accuracy with computational resource considerations.
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