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#### Abstract

In the domain of 3D shape reconstruction and metrology, the precise alignment and measurement of point clouds is critical, especially within the context of industrial inspection where accuracy requirements are high. This work addresses challenges stemming from intricate object properties, including complex geometries or surfaces, resulting in diverse artefacts, holes, or sparse point clouds. We present a comprehensive evaluation of point cloud measurement metrics on different object shapes and error patterns. We focus on the task of point cloud evaluation of objects to assess their quality. This is achieved through the acquisition of partial point clouds acquired from multiple perspectives. This is followed by a point cloud fusion process including an initial alignment and a point cloud refinement step. We evaluate these point clouds with respect to a reference sampled point cloud and mesh. In this work, we evaluate various point cloud metrics across experimentally relevant scenarios like cloud density variations, different noise levels, and hole sizes on objects with different geometries. We additionally show how the approach can be applied in industrial object evaluation.


## 1 INTRODUCTION

As the manufacturing industry advances, the demand for high-quality products grows, which requires quality assurance aligning with the given product quality standards. Quality checks at different steps of the production line are essential, but automating this process poses challenges due to complex 3D geometries and surface structures as well as a multitude of different possible defects that can be present (Su et al., 2021). While manual inspection remains common, the rapid development of 3D sensor technology enables automatic and inline object inspection using point clouds.

For industrial inspection, the 3D object surface can be reconstructed from several partial point clouds, obtained through methods like laser scanning or photogrammetry, where the chosen method can capture the 3D geometry of the manufactured parts and possibly small structures such as scratches or other surface defects. Analyzing point cloud structures helps detect deviations from the targeted object geometry (dimensional accuracy) and detect other manufacturing imperfections (defects), but to this end, several challenges must be addressed (Huo et al., 2023).

To obtain a complete point cloud of the ob-


Figure 1: Overview of our point cloud measuring process. First, we acquire partial scans that are aligned only via the system calibration. Second, a filtering process and a refined multi-point registration process leads to a merged point cloud. Third, we measure the distance between our scanned point cloud and the ground truth (e.g., CAD model).
ject, scanning from multiple viewpoints is necessary, where several partial point clouds are co-registered and merged into one. The matching of partial point clouds relies on an accurate co-registration between partial point clouds. This issue can be addressed through extrinsic calibration of the scanning setup to reach a rough initial alignment, and the evaluation of
refined registration routines such as Global ICP (Glira et al., 2015) or Pose Graph-based approaches (Choi et al., 2015). Point cloud registration determines optimal transformations for global alignment, through non-learning- (Yang et al., 2015) and learning-based (Aoki et al., 2019) methods. The former are usually based on applying an iterative optimization algorithm to compute the rigid geometric transformation, while learning-based approaches compute the transformation by extracting geometric features of the point clouds. Existing research has predominantly focused on large-scale scenes (e.g., SLAM (Kim et al., 2018) and 3D scene reconstruction (Wang et al., 2023)).

After co-registration, the merged point cloud is compared to a ground truth to assess the dimensional accuracy and defects of the manufactured part. The ground truth may be a mesh or a point cloud (e.g., from a CAD model or a highly precise reference measurement). The analysis involves computing distances between object regions of the merged point cloud and the reference ground truth (i.e., Cloud-tocloud or Cloud-to-mesh comparison), as described by Sun and colleagues(Sun et al., 2023). However, this task presents a challenge due to the unstructured nature of point clouds, which lack a predefined order in their data representation. While various methods for Cloud-to-cloud Distance computation have been proposed (Wu et al., 2021), a comprehensive analysis of how these tools are affected by point cloud complexity, noise, and cloud density is missing.

Our contributions encompass the following:

- Implementation of a comprehensive pipeline, involving partial point clouds acquisition, merging, and comparison to the object's ground truth
- Evaluation of several state-of-the-art point cloud refinement techniques under various transformations such as translation and rotation.
- Thorough evaluation of metrics for measuring cloud-to-cloud and cloud-to-mesh distances in diverse scenarios, including complex objects, objects with holes, and varying point cloud density.


## 2 RELATED WORK

### 2.1 Data Acquisition

Point clouds are commonly acquired through laserbased or camera-based methods. In laser-based approaches, a sensor emits a beam towards the object, and by measuring the time it takes for the light to return, the distance and 3D location where the laser hit the object is determined (Wandinger, 2005).

Camera-based methods involve identifying distinctive points on the object's surface and establishing their correspondences in different images. For example, active pattern projection projects structured light patterns onto the object's surface (Thorstensen et al., 2021), deforming based on the object's geometry. Captured by a camera, these patterns are then analyzed. In stereo camera systems, two cameras with a lateral separation (baseline) compute disparities between corresponding points in the two images, creating a 3D point cloud (Lee and Kweon, 2000). Multiview reconstruction integrates information from multiple 2D images, triangulating 3D positions for feature matching across images, forming a point cloud (Seitz et al., 2006).

### 2.2 Multi-Point Cloud Registration

### 2.2.1 Initial Alignment

In our real-world setup, the initial alignment of partial point clouds relies on a well-calibrated scanning system. In a robotic inspection setup, the end effector's position, carrying either the camera or the part to be inspected, is known during calibration (Lattanzi and Miller, 2017). However, over time, positional errors accumulate due to inaccuracies in the motion axes of the scanning system.

### 2.2.2 Classical Registration Methods

Many point cloud registration methods draw inspiration from the iterative closest points (ICP) algorithm by (Besl and McKay, 1992) and (Chen and Medioni, 1991). The ICP algorithm aims to achieve optimal alignment or co-registration of overlapping point clouds through a rigid-body transformation. The ICP-based algorithm's general pipeline, introduced by (Rusinkiewicz and Levoy, 2001), consists of five key stages: (i) selecting a subset of points within the overlap area between two point clouds, and (ii) determining the corresponding subset in the other point cloud using the selected points; (iii) rejecting false correspondences and (iv) determining a set of correspondences with an associated set of weights; and (v) estimating the (rigid-body) transformation by minimizing the weighted and squared distances between corresponding point, followed by applying the estimated transformation. Challenges with the standard ICP approach include the need for a good initialization (pre-registration of partial point clouds) and convergence to a local minimum. Another challenge poses the pairwise matching between multiple point clouds without a final overall adjustment step for the
resulting merged point cloud, which leads to an accumulating offset error.

Our work, based on a variant of the ICP algorithm proposed by (Glira et al., 2015), focuses on matching multiple point clouds (contrary to only pairwise matching). Employing the original ICP algorithm for matching points using k-d trees, the Global ICP method introduces variations in strategies for selecting points in one point cloud (e.g. random or uniform sampling). Notably, Global ICP enables multipoint cloud matching with a bundle adjustment step, removing low-confidence correspondences based on point distances or surface normal orientations. The transformation parameters are estimated by minimizing the sum of the squared distances between correspondences, applying a rigid affine transformation (translation, rotation) to transform the point clouds. By utilizing a single least squares optimization, it ensures that error propagation is handled correctly. Unlike the traditional ICP, the proposed method works well with large dataset, although, like any ICP-based method, it depends on a good initial alignment.

Considered as an alternative, the pose Graphbased approach proposed by (Choi et al., 2015) involves creating a fully automatic geometric indoor scene reconstruction pipeline from RGB-D video. These scene fragments are connected into pose graph where pose represent individual scene and edge connects two nodes that overlap. The method registers pairs of local scene fragments, constructing a global model based on these alignments, with removal of low-confidence pairs based on the point cloud density. Subsequently, ICP is applied for refinement, and Pose Graph estimation yields the final global fragment pose.

### 2.2.3 Learning-Based Registration Methods

A review of deep learning methods for point cloud registration based on rigid transformations was conducted by (Zhang et al., 2020). They noted that existing feature extraction methods are mostly adapted from modules designed for tasks like point cloud classification or segmentation. Dedicated methods specifically tailored for registration are underdeveloped.

A survey of non-rigid transformation and learning-based point cloud registration methods was conducted by (Monji-Azad et al., 2023). These were categorized as correspondence-free or correspondence-based methods. Correspondencefree methods often grapple with differences in global features between point sets, while correspondencebased methods face challenges related to missing correspondences.

Deep learning methods prove beneficial in solv-
ing the coarse registration problem by finding a coarse initial transformation between two point clouds. They excel in learning robust and distinct point feature representations, particularly advantageous in scenarios involving repetitive or symmetric scene elements, weak geometric features (e.g. flat object), or lowoverlap scenarios (Sarode et al., 2019).

Deep learning methodology was not utilized in our work due to the small transformations between partial scans of a single object. Additionally, industrial precision requirements favor traditional methods (Brightman et al., 2023).

### 2.3 Cloud-to-Cloud Distance Measurements

Point clouds function as representations of object surfaces, capturing spatial information. When comparing two point clouds, fundamental for evaluating the dissimilarity or similarity, are distance measurements. Cloud-to-cloud distance measurements can be broadly categorized into two approaches: point-topoint distance and point-to-plane distance.

### 2.3.1 Point-to-Point Distance

In the point-to-point distance approach, the Euclidean distance between individual points in two point clouds is computed. In this case, $S_{i} \in \mathbb{R}^{k_{i} \times 3}$ and $S_{j} \in \mathbb{R}^{k_{j} \times 3}$ represent the two point sets, with $k_{i}, k_{j}$ being the number of points of the respective clouds. Individual points are shown as $p_{i} \in S_{i}, p_{j} \in S_{j}$, so that $p_{i}, p_{j} \in \mathbb{R}^{3}$. The distance between two points is calculated as follows:

$$
\begin{equation*}
d(x, y)=\left|p_{i}-p_{j}\right|_{2} \tag{1}
\end{equation*}
$$

The nearest neighbour function $D_{N N}$ between point $p_{i}$ and set $S_{j}$ then can be formulated as:

$$
\begin{equation*}
D_{N N}\left(p_{i}, S_{j}\right)=\min _{p_{j} \in S_{j}} d\left(p_{i}, p_{j}\right) \tag{2}
\end{equation*}
$$

Based on these definitions, common metrics for point cloud distance computation using the point-topoint method include:
Chamfer Distance - This metric computes the average sum of the squared distances for each point $p_{i} \in S_{i}$ to its nearest neighbour $p_{j} \in S_{j}$ (Wu et al., 2021):

$$
\begin{align*}
\mathcal{D}_{C D}\left(S_{i}, S_{j}\right)= & \frac{1}{k_{i}} \sum_{p_{i} \in S_{i}} D_{N N}\left(p_{i}, S_{j}\right)^{2}+ \\
& \frac{1}{k_{j}} \sum_{p_{j} \in S j} D_{N N}\left(p_{j}, S_{i}\right)^{2} \tag{3}
\end{align*}
$$



Figure 2: Visualization of the least squares distance between point $p_{i}$ and point cloud $S_{j}$. The blue plane represents the best fitting plane through the 6 nearest neighbors $p_{j 1}, p_{j 2}, p_{j 3}, p_{j 4}, p_{j 5}, p_{j 6}$. The projection of the vector from point $p_{i}$ and centroid $g$ (mean value of nearest neighbours) onto unit normal vector $n$ depicts the distance $D$.

Hausdorff Distance - This metric calculates the maximum distance between any pair of nearest neighbours between point clouds $S_{i}$ and $S_{j}$ (Huttenlocher et al., 1993):

$$
\begin{align*}
& \mathcal{D}_{H}\left(S_{i}, S_{j}\right)= \\
& \max \left\{\max _{p_{i} \in S_{i}} D_{N N}\left(p_{i}, S_{j}\right), \max _{p_{j} \in S_{j}} D_{N N}\left(p_{j}, S_{i}\right)\right\} . \tag{4}
\end{align*}
$$

Earth Mover's Distance - This is also known as the Wasserstein distance. For each point $p_{i}$ in $S_{i}$, it relates a separate and distinct point in $S_{j}$ (bijection, $\xi$ ), so that the sum of distances between corresponding points is minimal (Yuan et al., 2018):

$$
\begin{equation*}
\mathcal{D}_{E M D}\left(S_{i}, S_{j}\right)=\min _{\xi: S_{i} \rightarrow S_{j}} \sum_{p_{i} \in S_{i}}\left|p_{i}-\xi\left(p_{i}\right)\right|_{2} \tag{5}
\end{equation*}
$$

Here, $\xi$ represents a bijection. A function is bijective if, for every $p_{j}$ in $S_{i}$, there exists exactly one $p_{i}$ such that $\xi\left(p_{i}\right)=p_{j}$ (Koopman and Sportiche, 1982).

Both point clouds need the same number of points. Computation of Earth Mover's Distance (EMD) can be quite resource-intensive and is typically used for point clouds with a small to medium number of points, typically around 5,000 or fewer (Fan et al., 2017).

### 2.3.2 Point-to-Plane Distance

Another approach for computing the distance between two point clouds includes point-to-plane distance measurements. The distance from a point $p_{i}$ at $S_{i}$ is calculated with respect to the best-fitting plane at $S_{j}$, created through k-nearest neighbours (Peterson, 2009) or a specified search radius. A projection of the vector between point $p_{i}$ and the centroid $g$ (the
mean value of the nearest neighbours at $S_{j}$ ) is computed with respect to the unit normal vector $n$, which represents the distance between $p_{i}$ and $S_{j}$ (see Figure $2)$.

By knowing that $k$ represents the count of the closest points $p_{j 1}, p_{j 2}, \ldots p_{j k}$ to a given point $p_{i}$, the following distance measurements can be derived depending on the fitting function.
Least Squares Method - This method finds the least squares best fitting plane and computes the distance from a point to that plane. The plane's equation is represented as follows:

$$
\begin{equation*}
\lambda_{1} x+\lambda_{2} y+\lambda_{3}=z \tag{6}
\end{equation*}
$$

It is solved for the coefficients $\lambda_{1}, \lambda_{2}, \lambda_{3}$ by using a least squares method. The set of closest points $p_{j 1}, p_{j 2}, \ldots p_{j k}$ is represented as:

$$
\begin{array}{rlll}
p_{j 1}= & x_{j 1} & y_{j 1} & z_{j 1} \\
p_{j 2}= & x_{j 2} & y_{j 2} & z_{j 2} \\
\vdots & & \\
p_{j k}= & x_{j k} & y_{j k} & z_{j k} .
\end{array}
$$

Values for $a, b$ and $c$ are calculated that approximate the system of equations to find values for the following equations:

$$
\left.\begin{array}{rl}
\lambda_{1} x_{j 1}+\lambda_{2} y_{j 1}+\lambda_{3} & =z_{j 1} \\
\lambda_{1} x_{j 2}+\lambda_{2} y_{j 2}+\lambda_{3} & =z_{j 2} \\
& \vdots \\
\lambda_{1} x_{j k}+\lambda_{2} y_{j k}+\lambda_{3} & =z_{j k}
\end{array}\right\}
$$

This system of equations can be represented in matrix format as:

$$
\begin{equation*}
A x=b, \tag{7}
\end{equation*}
$$

where $A, x$ and $b$ are:

$$
A=\left(\begin{array}{ccc}
x_{j 1} & y_{j 1} & 1 \\
x_{j 2} & y_{j 2} & 1 \\
\vdots & \vdots & \vdots \\
x_{j k} & y_{j k} & 1
\end{array}\right), x=\left(\begin{array}{c}
\lambda_{1} \\
\lambda_{2} \\
\lambda_{3}
\end{array}\right), b=\left(\begin{array}{c}
z_{j 1} \\
z_{j 2} \\
\vdots \\
z_{j k}
\end{array}\right) .
$$

The goal is to solve for the coefficients of the bestfitting plane using least squares regression (Muñoz et al., 2014).

$$
\begin{equation*}
x=\left(A^{T} \cdot A\right)^{-1} \cdot A^{T} \cdot b \tag{8}
\end{equation*}
$$

By solving for $x$, it is possible to obtain the coefficients $\lambda_{1}, \lambda_{2}, \lambda_{3}$. Next, we need to compute the gradient of the function, denoted as $\nabla f$, which is represented by a vector consisting of the partial derivatives of the function with respect to the $x, y, z$ axes.

$$
\nabla f=\left(\begin{array}{c}
\nabla f_{x}  \tag{9}\\
\nabla f_{y} \\
\nabla f_{z}
\end{array}\right)
$$

By normalizing it, we can obtain the normal vector $n$ that is perpendicular to the surface:

$$
\begin{equation*}
n=\frac{\nabla f}{|\nabla f|} \tag{10}
\end{equation*}
$$

In the case of the Least squares method, the normal vector will be equal to the coefficients $\lambda_{1}, \lambda_{2}, \lambda_{3}$.

$$
n=\left(\begin{array}{l}
\lambda_{1}  \tag{11}\\
\lambda_{2} \\
\lambda_{3}
\end{array}\right)
$$

As a result, the least squares distance from the point to the plane can be computed using the cross product:

$$
\begin{equation*}
\mathcal{D}_{L S}=\frac{\left|p_{i} g \cdot n\right|}{|n|}=\left|p_{i} g \cdot n\right| \tag{12}
\end{equation*}
$$

where $p_{i} g$ is the vector from the point $p_{i}$ to the centroid $g$ (mean value of all nearest neighbour points) and $n$ the unit normal vector.
Quadric - This method creates a quadratic best-fitting plane through the $k$ closest points, and the distance is calculated similarly to the Least squares method. The function is given as follows:

$$
\begin{equation*}
\lambda_{1} x^{2}+\lambda_{2} x+\lambda_{3} x y+\lambda_{4} y+\lambda_{5} y^{2}+\lambda_{6}=z \tag{13}
\end{equation*}
$$

Therefore, the system of equations of the plane passing through a set of the closest points $p_{j 1}, p_{j 2}, \ldots p_{j k}$ will be:

$$
\left.\begin{array}{l}
\lambda_{1} x_{j 1}^{2}+\lambda_{2} x_{j 1}+\lambda_{3} x_{j 1} y_{j 1}+\lambda_{4} y_{j 1}+\lambda_{5} y_{j 1}^{2}+\lambda_{6}=z_{j 1} \\
\lambda_{1} x_{j 2}^{2}+\lambda_{2} x_{j 2}+\lambda_{3} x_{j 2} y_{j 2}+\lambda_{4} y_{j 2}+\lambda_{5} y_{j 2}^{2}+\lambda_{6}=z_{j 2} \\
\cdots \\
\lambda_{1} x_{j k}^{2}+\lambda_{2} x_{j k}+\lambda_{3} x_{j k} y_{j k}+\lambda_{4} y_{j k}+\lambda_{5} y_{j k}^{2}+\lambda_{6}=z_{j k}
\end{array}\right\}
$$

By combining it into a matrix format similar to equation (7), it is possible to solve for $x$ using the conjugate gradient optimization method (Nazareth, 2009). This is an iterative optimization method starting with an initial guess, where the solution is continuously refined by computing step sizes and search directions and subsequently checked for convergence. As a result, the coefficients $\lambda_{1}, \lambda_{2}, \lambda_{3}, \lambda_{4}, \lambda_{5}, \lambda_{6}$ are determined. Similar to equation (9), the gradient of the function is calculated as follows:

$$
\nabla f=\left(\begin{array}{l}
\nabla f_{x}  \tag{14}\\
\nabla f_{y} \\
\nabla f_{z}
\end{array}\right)=\left(\begin{array}{l}
2 \lambda_{1} x+\lambda_{2}+\lambda_{3} y \\
\lambda_{4} x+2 \lambda_{5} y \\
1
\end{array}\right)
$$

By considering the centroid point $g$ (mean value of nearest neighbour points) and inserting the $x, y, z$ values into equation (14), the normal vector can be computed using equation (10). Finally, the distance can be computed similarly to equation (12) as quadric $\mathcal{D}_{Q}$.


Figure 3: Visualization of the Delaunay triangulation for ten points from a top view perspective. Each dot represents a point of the point cloud. The Delaunay triangulation maximizes the minimum angle of all the angles of the triangles so that no point is inside the circumcircle of any triangle.
2.5D Triangulation - In Delaunay triangulation (Chen and $\mathrm{Xu}, 2004$ ), the 2.5D means that the points are projected onto best-fitting plane and 2D triangulation is performed in this plane. Afterwards, the algorithm forms triangles, and creates a 2.5 D mesh. The distance between a point and the 2.5 D mesh is computed by finding the closest triangle (see Figure 3) and performing a point-to-plane distance computation.

The original 3D points are used as vertices for the mesh to create a 2.5 D mesh. The distance between a point to the 2.5 D mesh is computed by finding the closest triangle to the point and performing a point-to-plane distance computation. As a result, the 2.5D triangulation $\mathcal{D}_{\text {TRI }}$ distance can be computed.

### 2.4 Cloud-to-Mesh Distance Measurement

A mesh is a collection of vertices, edges, and faces that define the shape of a 3D object. Usually, the faces of the mesh are composed of triangles (triangle mesh), quadrilaterals (quads), or other simple convex polygons (n-gons) (Cobb et al., 2009). The Cloud-to-mesh Distance $\mathcal{D}_{C 2 M}$ is found in a similar way as in Sec. 2.3.2, where the plane is represented by the triangle of the mesh. If the orthogonal projection of the point on this plane is outside of the triangle, then the distance to the nearest edge is taken. Taking into account the orientation of the normal vector, the calculated distance is signed, indicating that the point is considered outside the mesh when the distance is positive and inside when it is negative.(Jones, 1995).

## 3 METHODOLOGY

In this section, we outline our methodology, encompassing data generation, point cloud registration, and
evaluation using various distance metrics.
To this end, we performed experiments on three types of data: (i) we synthetically generated point clouds with well-defined shapes (e.g., plane, slope, sine wave, and triangular wave); (ii) simulated point cloud acquisitions using ray tracing with a 3D mesh of an object with a CAD model; and (iii) point clouds obtained experimentally using a structured light sensor and a precise kinematic setup.

Accurate point cloud registration was achieved by an initial alignment step and further calibration and refinement steps. Additionally, we present our evaluation process involving diverse distance metrics.

### 3.1 Synthetic Data Generation of Well-Defined Shapes

We generated meshes for four distinct shapes: plane, slope, sinusoidal wave, and triangular wave. These meshes represent different degrees of shape complexity. The surface equations used in Blender are shown in the following.


The shapes were subdivided into 16 segments or parts along each axis. The subdivision tool of Blender allows one to break down a bigger object into smaller components creating a detailed mesh. Each object has dimensions of 1 meter in both width and length, making it comparable to real-world data in terms of size. The generated meshes are displayed in the Figure 4.

### 3.2 Synthetic Data Generation of Partial Scans

We utilized the 3D mesh of a rabbit (see Figure 5) to synthesize a sensor capturing the object from various viewpoints. To ensure comprehensive object coverage, we employed the method proposed in (Staderini et al., 2023) based on Poisson disc sampling to determine optimal camera poses in terms of coverage. This method was chosen for its simplicity of implementation and its ability to achieve extensive coverage with only a small number of optimal views. To capture partial scans of the object under inspection, we employed ray tracing. The sensor model used had a resolution of $1920 \times 1200$ pixels, a field of view (FOV) spanning


Figure 4: Different meshes used in this work (plane, slope, sine wave, triangular wave). Each mesh shows a different degree of shape complexity. The shapes from the top view are squares. The meshes have been generated in Blender.


Figure 5: 3D mesh of the inspected object. This model was adopted in our simulation and was used to 3D-print the object on which real-world experiments (i.e., scanning) in the lab were conducted.
$38.70^{\circ} \times 24.75^{\circ}$, and a depth of field (DOF) between 350 mm and 700 mm , ensuring consistency with the parameters used in acquiring the experimental data in the lab.

The synthetically generated (and therefore aligned) partial scans were rigidly transformed to establish ground truth transformations. This information can later be used for the evaluation of registration methods, where the estimated transformation matrix is compared against the ground truth transformation.


Figure 6: Schematics of the hardware lab setup. 1-moving linear stage, 2 - rotating stage, 3 - tilt stage (goniometer), 4 - object that is being scanned, 5-structured light sensor.

### 3.3 Experimental Data Acquisition

For real-world point cloud acquisition in the lab, we utilized a Zivid One+ S structured light sensor, to conduct experiments with a 3D-printed rabbit (Figure 5), which matched the 3D mesh used in our simulations. The model of the 3D printer is Stratasys F370 with 0.2 mm accuracy. We evaluated the Cloud-to-cloud Distance metrics on our real-world point cloud acquisitions. The camera-object poses were determined according to the optimal viewpoint generation method described in (Staderini et al., 2023). Our camera remained stationary while the object had three degrees of freedom on a precise kinematic setup involving a linear axis, a rotary table, and a goniometer (see Figure 6 ). The moving linear stage moves in $x$-direction, whereas the rotating stage and the goniometer enable rotations along all spatial directions.

With our kinematic setup, we achieve a high acquisition accuracy. On this account, we could use the joint values of the kinematic setup and the extrinsic parameters of the camera to obtain a good initial alignment of the acquired point clouds. Additionally, we applied a pre-processing step to reduce outliers and noise, where silhouette masking was employed as described in (Rousseeuw, 1987). The ground truth mesh model was positioned at the actual location of the object, and points were removed, which were farther away from the model than a certain threshold. Afterwards, the point cloud density was computed. Low-density regions were identified as noise and removed.

### 3.4 Point Cloud Registration

### 3.4.1 Initial Alignment

For lab data acquisition, our experimental setup comprised a kinematic chain with a linear stage moving a rotating stage, with a tilt stage (see Figure 6). Multiple partial acquisitions from various viewing angles generated the point clouds. These partial point clouds were co-registered, with the initial alignment achieved through forward kinematics utilizing the three actuators. The initial joint positions were saved, and for each joint, the travel between the current and initial positions was calculated. Adjustments to the rotating stage axis and tilt stage were made accordingly. To address orientation misalignment, the object underwent rotations along the new tilt and rotating stage axes. Correcting positional misalignment caused by the linear stage movement involved translating the object along the linear stage axis in the inverse travel direction. The subsequent step involves the refined registration of the partial point clouds.


Figure 7: Examples of a triangular wave with different imperfections: (a) density/sparsity (with a defined density/sparsity level), (b) noise (with a defined standard deviation) and (c) hole (with a defined radius).

### 3.4.2 Refined Registration

We assessed the Global ICP and Pose Graph registration methods detailed in Sec. 2.2 using synthetic data (see Sec. 3.2). After generating partial scans from various viewpoints, initially six, then expanding to ten, we systematically applied random transformations such as translation and rotation to them in order to assess the registration performance.

### 3.5 Evaluation Using Distance Metrics

We evaluated various distance metrics, including Chamfer, Hausdorff, Least Squares, Quadric, 2.5D Triangulation and Cloud-to-Mesh. The Earth Mover's Distance was excluded due to its requirement of point clouds with identical numbers of points.

Meshes (see Figure 4) were uniformly sampled with 1000 points, and a cloned point cloud was shifted above the original along the $z$-axis by 0.5 units (/meters). Varied conditions, including sampling factor, noise, and the introduction of a hole were applied to this shifted point cloud.

The linear sampling number was set to vary the shifted point cloud's density from 0 to 1 , where 0 represents the same density as the original point cloud, and 1 indicates no points. The sampling number decresed by 100 points at each 0.1 step. We introduced normally distributed noise with a varying standard deviation ( 0.01 to 0.1 units, mean value of 0 ) and created a hole by removing points within a circle centered at the shifted point cloud's centroid, with a radius varying from 0.1 to 1 units.

## 4 RESULTS

### 4.1 Comparison of Different Registration Methods

We assessed registration methods using synthetic partial scans (as detailed in Sec. 3.2) acquired from varying numbers of viewpoints, simulating our lab setup


Figure 8: Evaluation of Global ICP and Pose Graph in terms of randomly applied rotations and translations to the partial scans obtained from eight different viewpoints. Each coloured icon represents one partial scan. The size of the icon represents the absolute mean error.

Table 1: Average absolute mean errors across eight point cloud scans for Global ICP and Pose Graph registration methods. The different configurations of point cloud scans were retrieved based on arbitrary rotation and translation errors in the ranges indicated in the table.

| Rotation range (degrees) | Translation range (mm) | Global ICP | Pose Graph |
| :---: | :---: | :---: | :---: |
| $[0,1]$ | $[0,1]$ | $\mathbf{0 . 0 0 4 5}$ | 0.0352 |
| $[1,3]$ | $[1,3]$ | $\mathbf{0 . 0 4 1 6}$ | 0.0567 |
| $[3,6]$ | $[3,6]$ | $\mathbf{0 . 1 6 6 8}$ | 0.1718 |
| $[6,10]$ | $[6,10]$ | 0.5482 | $\mathbf{0 . 5 1 1 7}$ |
| $[10,15]$ | $[10,15]$ | $\mathbf{0 . 5 2 8 0}$ | 0.5789 |

shown in Figure 6. Random rotational and translational transformations ( 0 to 15 degrees and 0 to 15 mm ) were applied. Global ICP and Pose Graph methods (described in Sec. 2.2) were used to register these partial scans and the absolute mean error between ground truth transformation and estimated transformation were computed as shown in Figure 8a and Figure 8 b . The quantitative representation of the results is shown in Table 1.

In Figure 8 b coloured icons represent different partial scans from various viewpoints, with the icon size indicating absolute mean error magnitude. Notably, registration was conducted relative to the first scan, leading to zero error due to the applied transformation being the identity matrix. For small transformations (see Figure 8) both methods aligned point clouds well, but Global ICP outperformed Pose Graph. Numeric results are shown in Table 1. Due to time constrains, the test was randomly performed once, possibly explaining Pose Graph's occasional better accuracy. However, as we expanded the applied transformations range from 0 to 15 (Figure 8), absolute mean error for both methods increased. In our experiments, Pose Graph sensitivity to parameters like voxel size, maximum correspondence distance, and edge pruning threshold resulted in higher error. Consequently, the Global ICP registration method was chosen.

### 4.2 Comparison of Different Cloud-to-Cloud Distance Methods

Various distance metrics were assessed with respect to point density, noise level, and hole radius, as shown in Figure 9. The $y$-axis represents the deviation from the ground truth distance, while the $x$-axis illustrates different levels of point density, noise, and hole radius. To ensure unbiased results, each plot has been obtained by computing an average value, calculated from 100 executions. The implementation of the distance measurements was based on a Python wrapper for CloudCompare called CloudComPy (GirardeauMontaut, 2016).

Upon reviewing the results following insights emerge:

- The shapes of objects play a crucial role in influencing the outcomes for different point cloud distance metrics. This stems from the fact that the methods rely on nearest neighbour searches, where complex shapes can lead to incorrect matches. For example, in Figure 10 we can observe that depending on the shape of a surface, the Least squares method struggles to find the correct distance between planes. In the case of a slope, points on the inclined part of the shape's surface are incorrectly associated with the closest points on the reference surface, resulting in distance measures that are underestimated. Moreover, for the triangular wave, the closest points to the tip of the triangle are distributed on both sides of the wave, leading to a inadequate fitting line and inaccurate distance estimations.
- The Hausdorff Distance, calculated by determining the maximum distance between any pair of nearest neighbours, provides the best results for


Figure 9: Evaluation of the distance metrics on a plane, slope, sine wave, and triangular wave shape. Each result is an average after 100 executions. The distance is given with respect to the ground truth distance (a perfect result would have an estimated distance of 0.0 ), with increasing levels of density, noise, and size of the hole in the point clouds.
all shapes when the point cloud is free of perturbations. Its sensitivity becomes noticeable as the levels of noise, density variations, and size of the hole increase, diverging considerably from other distance metrics. The introduction of perturbations increases the maximum distance between pairs of nearest neighbours, leading to poor estimation of the distance between point cloud and the ground truth. This behaviour was later confirmed when testing with real life objects (see Table 3).

- The Chamfer Distance demonstrates comparable accuracy to point-to-plane distance metrics, except in the context of varying levels of noise. Unlike other methods, the Chamfer Distance is less affected by noise. This can be explained by the fact that the Chamfer Distance is based on averaging, which acts as a mitigating factor against the impact of noise.
- It was found that the changing point cloud density and hole size (see Figure 7) does not significantly affect the distance estimation. However, when increasing the hole radius for slope, sine wave, and triangular wave shapes, the distance estimation is getting closer to the correct value. This can be explained by the fact that with a decreasing influence of the surface complexity, more points in the middle of the mesh are being removed. On the other hand, increasing the radius of the hole for the plane shape decreases the estimated distance accuracy, because individual points are farther away from each other.
- The Cloud-to-mesh Distance measurement provided the best results when the noise, hole, and density levels are high (see Table 2). We believe that small error changes with respect to the added noise result from the uniform distribution of the applied noise. When computing the distance, the averaging step neutralizes the effect of
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Figure 10: Illustration of the Least squares distance metric for the synthetically generated shapes (plane, slope, sine wave, triangular wave). Our different varitions/conditions (point cloud density, noise, hole) have been applied as shown in the figure. The corresponding rendered shapes are shown in Figure 4.

Table 2: Evaluation of distance metrics on synthetic data with average levels of noise (0.07), hole (0.5) and point density (0.4).

|  | $\mathcal{D}_{C D}$ | $\mathcal{D}_{H}$ | $\mathcal{D}_{L S}$ | $\mathcal{D}_{Q}$ | $\mathcal{D}_{\text {TRI }}$ | $\mathcal{D}_{C 2 M}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Plane | 0.40 | 0.21 | 0.11 | 0.12 | 0.10 | $\mathbf{0 . 0 1}$ |
| Slope | 0.25 | 0.27 | 0.19 | 0.18 | 0.16 | $\mathbf{0 . 0 9}$ |
| Sine wave | 0.22 | 0.20 | 0.19 | 0.18 | 0.17 | $\mathbf{0 . 1 2}$ |
| Triangular wave | 0.12 | $\mathbf{0 . 1 1}$ | 0.22 | 0.22 | 0.21 | 0.18 |

the noise. Furthermore, point-to-point and point-to-plane distance methods depend on a nearest neighbor search, which yields a significant sensitivity to noise.

### 4.3 Comparison with Ground Truth Model

After applying the registration step to the partial scans, a merged point cloud was created (see Figure 1). To correctly analyze the results, comparing it to a ground truth model is essential. For the Cloud-to-cloud Distance the reference model (e.g., CAD model) was sampled to a point cloud. For the Cloud-to-mesh Distance, the ground truth mesh of the reference model was used directly to compute the distance. The results were visualized using CloudCompare v.2.13.alpha software (Girardeau-Montaut,


Figure 11: Illustration of the distribution of distances using two different distance metrics. On the left, the merged point cloud is shown after silhouette masking on partial scans and performing Global ICP registration. On this merged point cloud we visualize the distribution of distances compared to the ground truth point cloud using the Least squares Cloud-to-cloud Distance (centre) and Cloud-to-mesh Distance (right). The histograms of distances obtained by the Least square Cloud-tocloud or C2C Distance and the Cloud-to-mesh or C2M signed Distance are shown at the bottom center and right, respectively.

## 2016).

Comparison with Point Cloud. As detailed in Sec. 2.3, various methods for computing Cloud-tocloud Distance exist. However, some of the distance metrics cannot be used in our case. For instance, the Earth Mover's Distance requires both the reference and compared point cloud to have the same number of points, which is not possible in our experiments. Additionally, Chamfer and Hausdorff Distances provide only one value as a distance metric, while for industrially relevant scenarios, it would be beneficial to retrieve the distribution of distances across the entire point cloud, in order to detect any imperfections due to manufacturing problems for instance. However, for evaluation purposes both methods were also included in the Table 3. The point-to-plane methods exhibited similar results (see Figure 9 ). However, in our reallife testing based on lab acquisitions, the plane fitting method demonstrated more accurate estimation of the distance compared to the rest Cloud-to-cloud methods (see in Table 3).
Comparison with Mesh. The merged point cloud can be directly compared to the 3D mesh (shown in Figure 5). The computation involves determining the distance between individual points of the combined point cloud and the nearest triangle of the mesh. The


Figure 12: The distance map for cube, gear, hirt and bracket objects (from left to right). Colors represent the points' deviation from ground truth, ranging from red (higher error) to blue (lower error) with yellow and green color between.

Table 3: Evaluation of Distance metrics on different real world data, objects shown in Figure 12.

|  | $D_{C D}$ | $D_{H}$ | $D_{L S}$ | $\mathcal{D}_{Q}$ | $D_{T R I}$ | $D_{C 2 M}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| bunny | 0.18 | 9.97 | 0.08 | 0.09 | 0.13 | $\mathbf{0 . 0 3}$ |
| hirt | 1.06 | 13.74 | 0.14 | 0.16 | 0.16 | $\mathbf{0 . 0 3}$ |
| cube | 1.76 | 48.98 | 0.49 | 0.53 | 0.54 | $\mathbf{0 . 4 2}$ |
| gear | 0.43 | 9.66 | 0.16 | 0.18 | 0.19 | $\mathbf{0 . 0 5}$ |
| bracket | 0.94 | 9.56 | 0.72 | 0.74 | 0.74 | $\mathbf{0 . 2 8}$ |

resulting distances have signed values based on the orientation of the triangle normal.

To objectively test the distance metrics in real life scenario, five objects with various complexities were chosen (see Figure 11 and Figure 12). It was experimentally observed that the Cloud-to-mesh method provide better estimation of the distance. The absolute mean value for the Cloud-to-mesh was found to be lower across all scenarios. The distribution of the
distances as histogram for Cloud-to-mesh and Least Squares methods can be seen on Figure 11.

## 5 CONCLUSIONS

In this paper, we conducted a comprehensive evaluation of 3D point cloud distances, focusing on their performance in multi-point cloud fusion scenarios. Our evaluation involved synthetic partial scans generated under various viewpoints. Misalignment errors were synthetically introduced through random rotational and translational transformations. The comparison of Global ICP and Pose Graph methods showed that while both methods show a lower accuracy as the degree of the applied transformations increase, Global ICP showed to perform better under small synthetic transformation (translation, rotation) errors. Pose Graph showed to be more sensitive to initial parameter settings such as voxel size, maximum correspondence distance, and edge pruning threshold.

Our investigation into Cloud-to-cloud Distance metrics revealed shape-dependent accuracy variations. As the complexity of the shapes increased, the nearest neighbours search, which is the core of all methods, led to incorrect generation of corresponding points. In the case of the slope, points on the inclined part of the shape's surface were mistakenly associated with the nearest points on the reference surface. This led to underestimated distance measurements (See Figure 10). The Hausdorff Distance exhibited sensitivity to perturbations, while the Chamfer Distance demonstrated resilience to noise due to its averaging mechanism. Changes in point cloud density and hole levels had negligible effects on the distance measurements. Notably, the Cloud-to-mesh Distance computation consistently provided superior results across different perturbations and shapes.

In the context of real-world industrial scanning, our approach involved an initial alignment through the calibration of the kinematic system used for scanning, and a pre-processing step to remove sensorinduced background noise. This was done using silhouette masking to reduce noise and applying the Global ICP registration to merge the partial scans. Cloud-to-cloud and Cloud-to-mesh Distance metrics were introduced to evaluate the merged point cloud obtained from five different objects. By looking at the Table 3, it can be seen that Cloud-to-mesh Distance provided better distance estimation compared to the rest of the methods.

Future work will focus on refining registration methods tailored to address the challenges of complex industrial scanning scenarios. Furthermore, enhance-
ments to distance metrics for varying point densities, noise levels, and geometric complexities will be pursued. Improvement suggestions include increasing the number of nearest neighbours to reach an improved surface approximation and adding texture priors. Real-world materials can show transparencies, dark areas, and highly reflective regions. Additionally, the use of texture priors shall be explored for industrial object evaluation and measurement that are highly accurate.
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