Detecting Anomalies in Textured Images Using Modified Transformer
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We present a new method for detecting and locating anomalies in textured-type images using transformer-
based autoencoders. In this approach, a rectangular patch of an image is masked by setting its value to gray
and then fetched into a pre-trained autoencoder with several blocks of transformer encoders and decoders
in order to reconstruct the unknown part. It is shown that the pre-trained model is not able to reconstruct the
defective parts properly when they are inside the masked patch. In this regard, the combination of the Structural
Similarity Index Measure and absolute error between the reconstructed image and the original one can be used
to define a new anomaly map to find and locate anomalies. In the experiment with the textured images of the
MVTec dataset, we discover that not only can this approach find anomalous samples properly, but also the
anomaly map itself can specify the exact locations of defects correctly at the same time. Moreover, not only is
our method computationally efficient, as it utilizes a pre-trained model and does not require any training, but
also it has a better performance compared to previous autoencoders and other reconstruction-based methods.
Due to these reasons, one can use this method as a base approach to find and locate irregularities in real-world

applications.

1 INTRODUCTION

Irregularity in vision applications pertains to an im-
age or region of an image that deviates significantly
from the typical behaviors exhibited by the major-
ity of samples (Yang et al., 2021). Recent research
in the field of computer vision focuses on the de-
tection and localization of visual defects, which in-
volve identifying dissimilar samples and determining
the exact area of anomalous data (Pang et al., 2021).
The research endeavors are particularly relevant in
many real-world applications such as manufacturing
and quality control (Rippel and Merhof, 2023), video
surveillance (Duong et al., 2023), and medical diag-
nosis and healthcare (Fernando et al., 2021).

Finding defects in manufacturing products,
specifically in the surface (Haselmann et al., 2018;
Tsai and Jen, 2021; Liu et al., 2021) and textured
(Bergmann et al., 2021; Zhou et al., 2021) images, is
an interesting application among the others on which
we mainly focus in this work; However, due to some
intrinsic complexities of anomalies such as rarity, un-
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Figure 1: Detecting anomalies in textured-type images of
the MVTec dataset with the proposed method. (a) Origi-
nal images, (b) Reconstructed images, (c) Anomaly maps
representing anomalous samples and defective areas, (d)
Ground truth.

knownness, unpredictability, and variety of defects,
(Pang et al., 2021) developing a high-performance,
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and generalized method is a challenging task. In other
words, anomalies rarely occur in real applications,
as a result of which labeling samples and preparing
a labeled dataset for training a supervised model is a
cumbersome effort in most cases (Pang et al., 2021).

Irregularities are also unknown before they hap-
pen, and they can appear in various shapes, sizes, and
colors (Chandola et al., 2009). Moreover, generaliza-
tion is a critical issue in detecting defects as methods
trained on one domain may struggle to generalize to
new, unseen data, mainly when significant differences
exist between the training and testing distributions.

To deal with the abovementioned complexities,
many semi-supervised approaches have been devel-
oped that only utilize normal samples for training
purposes to avoid the difficulties of collecting la-
beled anomalous samples. Convolutional Autoen-
coder (CAE) (Tsai and Jen, 2021) and its extensions
(Schneider et al., 2022), such as Variational Autoen-
coder (VAE) (An and Cho, 2015) and Adversarial Au-
toencoder (AAE) (Beggel et al., 2020), are some of
the most common architectures for detecting anoma-
lies; However, their performance is limited as they are
not able to find subtle defects in some applications.

On the other hand, self-supervised methods such
as TPSAD (Dini and Rahtu, 2022) and CutPaste (Li
et al., 2021) demonstrate better performance than au-
toencoders as they try to simulate anomalies in differ-
ent pretext tasks and use them alongside normal ones
to train more powerful models; However, these mod-
els are not generalized enough in some applications
(Dini and Rahtu, 2022) as the simulation procedure
may not be able to create various types of irregular-
ities to deal with the defect unknownness challenge.
A large number of normal and simulated samples are
also required for training purposes, causing the train-
ing phase to be computationally heavy in these meth-
ods (Dini and Rahtu, 2023).

Other semi-supervised methods such VI-ADL
(Mishra et al., 2021) aim to enhance their detec-
tion performance by integrating vision transformers
(Dosovitskiy et al., 2021) into their architecture as
they can capture semantic and detailed information
of samples (Dini and Rahtu, 2023). However, train-
ing these models demands significant computational
resources and extensive training datasets due to the
significant number of trainable parameters involved.

It is shown in (Kumar et al., 2022) that many
foundational models such as ViT (Dosovitskiy et al.,
2020), and EfficientNet (Tan and Le, 2019), trained
with large datasets such as ImageNet (Deng et al.,
2009) to solve a specific problem, can also be used
for other purposes such as anomaly detection as they
provide detailed representations of data.
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By using these foundational models, we present a
new semi-supervised approach to tackle some of the
limitations mentioned above. Our primary goal is to
develop a simple architecture that can be used as a ba-
sic and general method to detect and locate anomalies
in textured-type data, which is computationally effi-
cient and has better performance than previous sim-
ilar approaches. In this regard, we use a pre-trained
masked autoencoder (He et al., 2022), containing sev-
eral blocks of transformer encoders and decoders, as
the backbone model of our method, which is able to
reconstruct a partly masked image properly. To de-
tect defects in each sample, we shift the masked patch
through the image and fetch it to the model to recon-
struct the unknown part consecutively and then com-
bine the results to rebuild the whole image.

To detect and locate anomalies, a new anomaly
map is defined based on the reconstruction error. For
this purpose, the Structural Similarity Index Measure
(SSIM) (Hassan and Bhagvati, 2012) and the absolute
error (L1) are calculated between the reconstructed
and original images and then combined together to
form the error map. The final anomaly map is pro-
duced by applying a Morphology filter (Soille and
Soille, 2004) to remove salty noises in the error map.
The anomalies can be detected by applying a thresh-
old on the average value of anomaly maps, while the
anomaly maps themselves present the locations of ir-
regularities in the defective samples.

It is shown in section 3 that our method is compu-
tationally optimized as it eliminates time-consuming
tasks typically associated with the training phase,
such as tuning the parameters, augmenting samples,
and simulating defects. Moreover, our method shows
better performance compared to previous similar
methods in detecting anomalies in textured datasets,
according to which one can use it as the base method
for anomaly detection purposes. We have evaluated
our method in textured images of the MVTec dataset
(Bergmann et al., 2021) and compared the results to
similar state-of-the-art methods in section 4.

2 RELATED WORK

There has been significant research emphasis on de-
veloping semi-supervised approaches in recent years,
as they can deal with a few complexities of detecting
anomalies, such as the rarity of defects and the lim-
itation of labeling anomalous samples for the train-
ing phase (Mohammadi et al., 2021). Most of these
methods can be categorized as reconstruction-based
methods, one-class detectors, and self-supervised ap-
proaches (Pang et al., 2021) which we mainly focus
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on reconstruction-based ones due to their simplicity
and performance on texture-type images.

Reconstruction-based techniques (Liu et al., 2023)
are the most common and easy-to-use methods that
attempt to detect defects by reconstructing images
from latent space. Since these models are optimized
only with normal samples in the training phase, they
can only reconstruct normal patterns properly from
the latent space, while the unknown irregularities will
be missed in the reconstructed images, as a result
of which anomalies can be identified from the re-
construction errors. Depending on the reconstruction
methodology, these methods vary from Autoencoders
(AEs) (Liu et al., 2023) with different architectures
and loss functions to various types of Generative Ad-
versarial Networks (GANSs) (Li and Li, 2023; Di Mat-
tia et al., 2019), transformer models and inpainting
methods (Liu et al., 2023).

Convolutional Autoencoder (CAE) (Tsai and Jen,
2021) is the simplest type of reconstruction-based
method utilizing convolutional encoders and decoders
to detect anomalies. In these approaches, the en-
coder and decoder are trained with normal images in
such a way that the encoder extracts the latent space
of normal samples while the decoder is responsible
for reconstructing the normal patterns from the re-
lated latent space. With the help of an appropriate
anomaly metric, defined based on the reconstruction
error, irregularities can be detected properly in these
approaches. Depending on the variety of loss func-
tions and anomaly metrics, many types of convolu-
tional autoencoders have been developed as methods
like (Bergmann et al., 2018) use SSIM, ITAE (Huang
et al., 2019) and (Chung et al., 2020) use a combi-
nation of L2 and SSIM, MAMA Net (Chen et al.,
2021) makes use of multi-scale SSIM, and CW-SSIM
(Bionda et al., 2022) takes advantages of complex-
wavelet SSIM to improve its performance, especially
on the textured images.

Variational Autoencoders (VAEs) (An and Cho,
2015), such as VAE-grad (Dehaene et al., 2020) and
FAVAE (Dehaene and Eline, 2020) are other variants
of autoencoders that attempt to improve the detection
performance by employing the probabilistic manners
of data samples in the training phase. In these ap-
proaches, it is assumed that the latent space follows a
certain probability distribution, typically a multivari-
ate Gaussian one, according to which a regularization
error is defined in addition to the reconstruction er-
ror to encourage the latent space to match the related
distribution. The combination of regularization and
reconstruction errors not only makes the training pro-
cess efficient but also improves the detection perfor-
mance (An and Cho, 2015).

Autoencoders are still the most interesting meth-
ods in the field of anomaly detection, and many re-
searchers have focused on developing them in recent
years due to their simplicity; however, they have some
limitations as they are not able to detect detailed ir-
regularities properly as the reconstruction errors of
small defects will be small in such a way that they
may be neglected in the testing phase (Pang et al.,
2021). Moreover, fine-tuning an autoencoder, which
is powerful enough to reconstruct only normal images
and not anomalies, is cumbersome in some applica-
tions as deep architectures with large bottlenecks may
mistakenly reconstruct anomalies which will reduce
the true negative detection rate, while shallow models
with small bottlenecks cannot reconstruct even nor-
mal samples as a result of which the false positive de-
tection rate will be significant.

Generative adversarial methods, such as
GANomaly (Akcay et al., 2019) and AnoGAN
(Schlegl et al., 2017), are other types of
reconstruction-based methods that typically con-
tain a generator, which reconstructs images from
a vector space, and a discriminator, trying to find
out whether the created images are similar to the
original ones or not. This adversarial process pushes
both networks to improve iteratively, resulting in the
generator producing increasingly realistic samples.
Once the model is trained with normal samples, the
discriminator’s output can be used as the anomaly
metric for detecting defects. When presented with
a test image, the discriminator assigns a probability
score indicating how well the image matches the
distribution of the normal samples, as a result of
which images with low scores are considered anoma-
lies. In these techniques, the interaction between the
generator and the discriminator allows the model
to be trained in such a way that it shows better
performance than autoencoders in detecting large
and fine-grained irregularities; however, they have
stability problems, specifically when the training
dataset is small, which limits their usage in some
real-world applications (Li and Li, 2023).

Transformer-based methods, such as AnoViT
(Lee and Kang, 2022) and VI-ADL (Mishra et al.,
2021), are recently developed methods that exhibit
an enhanced ability to capture semantic and detailed
information of images by utilizing convolutional net-
works alongside transformers in their architecture, as
a result of which they become new reconstruction
frameworks for anomaly detection that outperform
autoencoders and GAN-based methods. These mod-
els have considerably larger sizes compared to con-
volutional networks, demanding a greater number of
samples and computational resources for their train-
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Figure 2: Overview and model architecture of the proposed method for visual anomaly detection in texture-type datatsets. (a)
Using a pre-trained masked autoencoder (He et al., 2022) as the backbone model to reconstruct masked images, (b) Creating
anomaly maps and scores based on the combination of SSIM and L1 error between reconstruction and original images.

ing which limits their usage considering the fact that
many anomaly detection datasets contain only a small
number of normal samples for training purposes.

Inpainting methods, such as InTra (Pirnay and
Chai, 2022), divide the images into multi-scale
patches and attempt to reconstruct the images by in-
tegrating the information of larger patches into the re-
lated smaller ones. Although these methods exhibit
high accuracy in detecting anomalies, they are com-
putationally heavy in the training and testing phase
due to the need to divide images into several patches
and combine the patches’ information. Moreover, se-
lecting the appropriate patch size is an important is-
sue in these approaches and affects their performance
significantly, which increases the complexity of these
methods and reduces the generalizability (Pirnay and
Chai, 2022) as the patch size shall be fine-tuned to
fit different applications. These challenges limit the
usage of inpainting methods in real-time applications
(Dini and Rahtu, 2023).

It is worth mentioning that some of the above ap-
proaches, such as (Dini and Rahtu, 2023) attempt to
utilize fundamental architectures, pre-trained on large
datasets such as ResNet (He et al., 2016), to extract

194

the representations of data and utilize them within
their techniques to detect and locate anomalies. Using
pre-trained models allows these approaches to deal
with the challenge of small datasets in anomaly de-
tection problems.

Our proposed method, discussed in more detail in
section 3, is developed based on autoencoders and
transformers in such a way that it can address the
aforementioned limitations. Moreover, the perfor-
mance of our method is compared with various types
of convolutional and variational autoencoders, GAN-
based methods, and transformer-based methods in
section 4 to show that it can be used as a basic and
general method to detect defects in textured images.

3 METHOD

3.1 Overview

We propose a new reconstruction-based method for
detecting anomalies in texture-type images that uti-
lizes a pre-trained masked autoencoder (He et al.,
2022) as the backbone model, containing several
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transformer encoders and decoders. This pre-trained
model is able to properly reconstruct masked images,
where a rectangular patch of them is replaced with
gray values in accordance with the unmasked areas.
The rectangular patch will be slid through the im-
age step by step, and in each step, the masked image
will be fetched into the model to create the unknown
area and finally reconstruct the whole image. Since
masked defects cannot be reconstructed properly in
this iterative procedure, they will not appear in the fi-
nal images, as a result of which the combination of the
absolute error and the structural similarity index mea-
sure between the reconstructed and original images is
an appropriate metric to detect anomalies.

The overview and model architecture of the pro-
posed method is described in detail in Fig. 2. Se-
lecting a pre-trained transformer-based architecture,
combining appropriate metrics to create an anomaly
map, and detecting anomalies in addition to the mask-
ing procedure are some important properties of our
method that will be explored in detail in this section.

3.2 Model Architecture

Selecting an appropriate model architecture in
the reconstruction-based defect detection methods,
specifically autoencoders, is an important task and
can affect the performance of the method signifi-
cantly (Liu et al., 2023) as an appropriate model
should be able to capture semantic and detailed in-
formation to recreate only non-anomalous areas and
not defective ones (Dini and Rahtu, 2023). Gen-
erally, in deep autoencoders with large bottlenecks,
the model is too powerful that reconstructs normal-
ity and abnormality at the same time, leading to the
fact that anomalous samples cannot be detected due
to small reconstruction errors in the anomalous ar-
eas. Shallower models, on the other hand, cannot re-
construct even normal images properly, as a result of
which normal samples will be mistakenly considered
as anomalies. A small training dataset makes this is-
sue even more challenging, as large models require a
huge number of samples for the training phase.

To deal with this problem, we utilize a
transformer-based autoencoder (He et al., 2022), pre-
trained on ImageNet (Deng et al., 2009), which con-
tains 32 blocks of encoders and 8 blocks of decoders.
Each test image is resized to a 224 x 224 image
and divided into several non-overlapping patches of
14 x 14 pixels, and then a few patches are selected and
masked randomly. It is good to mention that resiz-
ing images to 224 x 224 is a common transformation
in the anomaly detection approaches, as irregularities
will still be visible in the resized images. The en-

coders attempt to embed unmasked patches and learn
their structures, while the decoders aim to reconstruct
the masked parts based on the unmasked areas, Fig.
2(a). We utilize this property for detecting anoma-
lies and show in section 4 that this model can replace
anomalous patches that are masked intentionally with
the normal ones, based on the structure of the known
patches, as a result of which anomalies can be de-
tected in the reconstruction errors.

This method can be used as a basic approach to
detect defects in textured images as it has an impres-
sive capability to find subtle and large irregularities
and is computationally efficient due to the fact that it
skips the difficulties of the training phase, such as data
augmentation, architecture configuration, and tuning
parameter. Defining an appropriate anomaly map and
masking procedure are the two important issues by
the proposed method that are discussed in the next
sections.

3.3 Masking Procedure

Selecting an appropriate mask size during the testing
phase depends on the size of probable irregularities as
well as the patch size used in the encoder and decoder
blocks.

First of all, multiple blocks of patches with 14 x
14 pixels can be masked. Moreover, since the pro-
posed method attempts to replace the masked areas
with the patterns of unmasked regions, it is impor-
tant to select large masks that can hide small and large
anomalies as they slide through the image but not too
large to miss the normal patterns. On the other hand,
larger masks increase the speed of the testing phase
compared to the smaller ones, which is important in
real-time applications.

Taking into account the above context, we at-
tempt to represent the patching and masking proce-
dures with math equations as it gives a better under-
standing of the whole process. Considering X7 as the
resized test dataset, a test sample, x' € X7 with the
size of 224 x 224 pixels, can be divided into a set of
patches, P!, with the size of 14 x 14 pixels, as:

xtl4i714j xt14i,14j+13
Pr={ :
o o ey
14i+13,14; 14i+13,14j+13
(i) €0,15] % [0,15]}
where xfn,n is the pixel value of the related test sample

x' at location (m, n).
For the masking procedure, we experimentally
discover that selecting 2 x 2 blocks of patches as
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masks is an appropriate option compared to other
possible sizes, which not only is suitable for detect-
ing various types of large and small defects but also
speeds up the testing phase compared to smaller mask
areas. Similar to Eq. 1, a set of masks, M’, is defined
for each test sample in Eq. 2:

pt21,2k cee Pt21,2k+1
M ={ :
)

Pt21+1,2k pt2l+1,2k+1
,(1,k) €10,7] x [0,7]}

where p}, , represents the pixel values of the related
14 x 14 patch at location (m,n) for the test sample x'.

3.4 Anomaly Map and Score

To identify abnormal samples, it is necessary to assign
a distinct value, commonly referred to as an anomaly
score, to each test sample. By setting an appropriate
threshold on these scores, we can identify defective
samples. Similarly, an anomaly map can be created
by assigning anomaly scores to pixels within an im-
age. This map helps in identifying the exact locations
of irregularities presented in the associated abnormal
samples.

We find out that defining an anomaly score based
on a precise anomaly map detects irregularities bet-
ter than previous methods (Pang et al., 2021) utilizing
a single vector for anomaly detection. In this regard,
the SSIM map and L1 error between the reconstructed
and original images are combined together, filtered by
a Morphology filter, and thresholded to create the fi-
nal anomaly map for each test image. The average
value of the anomaly map is considered an anomaly
score for detecting anomalies, while the anomaly map
itself represents the location of abnormalities 2(b). In
section 4, we present an evaluation of our method and
provide a detailed analysis of the obtained results.

4 EXPERIMENT

4.1 Dataset and Metric

Following the common procedure in anomaly detec-
tion research, we assess the effectiveness of our ap-
proach on the textured images of the MVTec dataset
(Bergmann et al., 2021). This dataset consists of
high-resolution images, ranging from 840 x 840 to
1024 x 1024 pixels, obtained from various real-world
industrial applications. With its diverse range of im-
age types, colors, and textures, this dataset serves
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as an appropriate choice for evaluating the perfor-
mance and generalizability of our proposed method
on texture-type images.

Table 1: Summary of MVTec (Bergmann et al., 2021) tex-
tured sub-datasets.

Category | Grid | Leather | Wood | Carpet | Tile
Traning | ey | 945 | 247 | 280 | 230
Samples
Normal
Test 21 32 19 29 33
Samples
Defective
Test 57 95 60 89 84
Samples
Defective
Test 57 95 60 89 84
Samples
Defective 5 5 5 5 5
Groups
Image | 004 | 1024 | 1024 | 1024 | 840
Size
Type Gray | Color | Color | Color | Color

The MVTec textured images are categorized into
five groups such as grid, leather, wood, carpet, and
tile, as is shown in Tab. 1. Each category consists of
a limited number of normal images for training pur-
poses, ranging from 230 to 280, which poses a signif-
icant challenge in developing deep models that have
a large number of trainable parameters. Moreover,
each category includes a small number of normal and
anomalous test samples with defects of various sizes,
shapes, colors, and types to assess the method’s gen-
eralizability. The color scheme of these images can
differ, with some being in full color while others are
in grayscale.

Figure 3: Overview of the MVTec textured-type samples.
(a) Normal images, (b) Anomalous images.

It is also worth mentioning that grid, wood, and
leather images have regular patterns in their textures
in addition to the fact the defective areas are small or
middle size, while in the carpet and tile datasets, the
texture patterns are irregular, and the anomalous areas
are larger than previous datasets specifically in the tile
dataset, as is shown in Fig. 3. We discuss these prop-
erties of samples in the next section in more detail as
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Table 2: Comparison of our approach with different types of reconstruction-based methods vary from autoencoders to gener-
ative adversarial methods and transformer-based methods, such as CAE (Tsai and Jen, 2021), CAE-SSIM (Bergmann et al.,
2018), CAE-MSSSIM (Bionda et al., 2022), CAE-CWSSIM (Bionda et al., 2022), ITAE (Huang et al., 2019), DAAD (Hou
etal., 2021), VAE (An and Cho, 2015), VAE-grad (Dehaene et al., 2020), FAVAE (Dehaene and Eline, 2020), GANomaly (Ak-
cay et al., 2019; Tang et al., 2020), AnoGAN (Schlegl et al., 2017; Tang et al., 2020), Skip-GANomaly (Akcay et al., 2019;
Tang et al., 2020), VT-ADL (Mishra et al., 2021), AnoViT (Lee and Kang, 2022), and Feature Dictionary (Napoletano et al.,
2018). The detection results are presented on texture-type images of the MVTec dataset (Bergmann et al., 2021), using the

AUROC metric.
Reconstruction-based
Anomaly Detection Grid | Leather | Wood | Carpet | Tile | Average
Methods
CAE 66.2 65.8 57.4 543 | 552 59.8
CAE-SSIM 85.2 80.0 70.6 754 | 65.0 75.2
Convolutional CAE-MSSSIM 92.7 69.6 64.0 75.3 | 679 73.9
AEs CAE-CWSSIM 97.8 97.9 75.3 94.7 | 84.7 90.1
ITAE 88.3 86.2 92.3 70.6 | 73.5 82.2
DAAD 97.5 62.8 95.7 67.1 | 825 81.1
VAE 88.8 83.4 69.5 58.0 | 46.5 69.2
Variational AEs VAE-grad 96.1 92.5 83.8 73.5 | 654 82.3
FAVAE 97.0 67.5 94.8 67.1 80.5 81.4
Generative GANomaly 74.3 80.8 92.0 82.1 | 72.0 80.2
Adversarial AnoGAN 87.1 45.1 56.7 33.7 | 40.1 52.6
Networks Skip-GANomaly | 65.7 90.8 91.9 79.5 | 85.0 82.6
Transformer VT-ADL 87.1 72.8 78.1 77.3 | 79.6 79.0
based ADs AnoViT 52.0 85.0 95.0 50.0 | 89.0 74.2
Others Feature Dictionary | 87.2 81.9 72.0 943 | 854 84.2
Masked Transformer AE Ours 98.2 99.4 96.9 899 | 782 92.5

they can affect the results. The AUROC, which stands
for the Area Under the Receiver Operating Charac-
teristic curve, is employed to evaluate and compare
the detection performance of our approach with other
similar results from previous studies.

4.2 Implementation Details

The large model of Masked Autoencoder (He et al.,
2022), pre-trained on ImageNet (Deng et al., 2009),
is the backbone of our method to reconstruct masked
images. In the first step, the images are resized to
224 x 224 and divided into patches of 14 x 14 pixels
to match the autoencoder structure. For the masking
procedure, 2 x 2 blocks of patches are masked, slid
through the image, and fetched into the model to re-
construct the whole image.

To create an anomaly map, the structural similar-
ity matrix between the original and reconstructed im-
ages is created with a window size of 7, 9, or 11, de-
pending on the sub-dataset, and combined with the
related absolute error. The final anomaly mask is cre-
ated by applying a Morphology filter with a size of
2 or 4. The average value of pixels of the anomaly
map is considered as the anomaly score for each im-

age on which setting a threshold identifies the anoma-
lous samples. The anomaly map itself also represents
the locations of irregularities in defective samples.

4.3 Results

To evaluate our method’s performance and make
a comparison with similar reconstruction-based ap-
proaches, we execute our approach on textured sub-
datasets and compute the AUROC for each sub-
dataset. Additionally, we determine the average AU-
ROC across all categories to give a better comparison.
We present the outcome of evaluating our method for
detecting anomalies in Tab. 2.

To show that this method can be used as the basic
and general method to detect anomalies in texture-
type images, we compare our results with various
types of reconstruction-based methods with different
kinds of loss functions and anomaly scores.

In this respect, the results are compared with con-
volutional autoencoders with L2 loss function (Tsai
and Jen, 2021), SSIM (Bergmann et al., 2018), multi-
scale SSIM (Bionda et al., 2022), a combination
of L2 and SSIM (Huang et al., 2019), complex-
wavelet SSIM function (Bionda et al., 2022) specif-
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()

Figure 4: Visualization of defect localization using the proposed method. (a) and (e) Original images, (b) and (f) Reconstructed
images, (c) and (g) Anomaly maps, (d) and (h) Ground truth maps.

ically developed for detecting textured defects, and
with block-wise autoencoders (Hou et al., 2021). It
can be deducted from Tab. 2 that our method not
only improves the average AUROC of all categories
by more than 2.4 percent but also can detect small
and large irregularities from grid, leather, and wood
categories better than the recently developed convo-
lutional autoencoders.

It is obvious that the proposed method gives better
results than variational autoencoders such as VAE (An
and Cho, 2015), VAE-grad (Dehaene et al., 2020),
and FAVAE (Dehaene and Eline, 2020) in all cate-
gories and improves the average AUROC by more
than 10 percent. It is obvious that the proposed
method can appropriately detect subtle anomalies,
Fig. 4 first and fifth rows, as well as larger ones, Fig. 4
second and fourth rows, properly as a result of which
it aims to solve the problems of autoencoders men-
tioned in section 2.

By comparing our results with GAN-based recon-
struction methods such as GANomaly (Akcay et al.,
2019), AnoGAN (Schlegl et al., 2017), and Skip-
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GANomaly (Akgay et al., 2019), we deduce that not
only our method does not have the stability problems
of GAN-based approaches, but also it is computation-
ally efficient as it utilizes a pre-trained network in-
stead of training the backbone model from scratch.

Itis also clear from Tab. 2 that our method has bet-
ter performance than transformer-based autoencoders
such as VI-ADL (Mishra et al., 2021) and AnoViT
(Lee and Kang, 2022) as transformers require a large
dataset for training a powerful reconstruction model
while our backbone model skips the training phase
and is powerful enough to detect anomalies based on
the reconstruction error.

By analyzing and comparing the results in Tab. 2
and Fig. 4, one can deduce that the AUROC in the
tile dataset is smaller than a few methods, although
it is greater than most of the other approaches. This
mainly happens due to the fine and irregular patterns
of tile images in addition to the existence of large de-
fective areas in these samples. In other words, since
anomalies are larger than the masked area, some parts
of the anomalies will also be reconstructed, which re-
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duces the reconstruction error in the defective areas.
On the other hand, the irregular and fine patterns of
tile images cannot be reconstructed properly, which
increases the error totally, resulting in a smaller AU-
ROC than a few methods.

It is also important to mention that as the anoma-
lous samples are detected based on the generated
anomaly maps, the proposed method can also repre-
sent the location of irregularities, as is shown in Fig.
4, although the detected areas of the defects might be
a bit different compared to the ground truth area in
some cases.

5 CONCLUSION

We have developed a new approach for detecting
anomalies in textured images based on a pre-trained
masked autoencoder, which is able to replace abnor-
mal masked areas of an image with normal patterns
and detect anomalies based on generating an anomaly
map from the difference between the reconstructed
and original areas in the test samples.

Through the evaluation of our method on the tex-
tured images of the MVTec dataset, we demonstrate
that the proposed method not only has the superior ca-
pability to detect and locate subtle and large anoma-
lies but also is computationally efficient as it bypasses
the time-consuming process of training deep mod-
els from scratch. Improving the accuracy of detect-
ing anomalies as well as having good stability are
other properties of our method compared to similar
approaches. These aspects make our method a well-
suited candidate for detecting anomalies in real-world
applications.
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