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Abstract: Calisthenics is a fast-growing bodyweight discipline that consists of different categories, one of which is fo-

cused on skills. Skills in calisthenics encompass both static and dynamic elements performed by athletes. The

evaluation of static skills is based on their difficulty level and the duration of the hold. Automated tools able

to recognize isometric skills from a video by segmenting them to estimate their duration would be desirable to

assist athletes in their training and judges during competitions. Although the video understanding literature on

action recognition through body pose analysis is rich, no previous work has specifically addressed the prob-

lem of calisthenics skill temporal video segmentation. This study aims to provide an initial step towards the

implementation of automated tools within the field of Calisthenics. To advance knowledge in this context, we

propose a dataset of video footage of static calisthenics skills performed by athletes. Each video is annotated

with a temporal segmentation which determines the extent of each skill. We hence report the results of a

baseline approach to address the problem of skill temporal segmentation on the proposed dataset. The results

highlight the feasibility of the proposed problem, while there is still room for improvement.

1 INTRODUCTION

The discipline of calisthenics is composed of various

categories, including Skills, Endurance and Streetlift-

ing1. The skills category is the most popular and ap-

preciated among those. It focuses on mastering chal-

lenging poses and movements that require high lev-

els of strength, tendon stability, balance and coor-

dination, engaging multiple upper and lower muscle

groups simultaneously. In calisthenics, evaluation is

generally performed by estimating the duration of a

specific skill’s hold. Tools able to automatically seg-

ment a video in order to identify the execution of a

skill and quantify its duration may be useful to sup-

port athletes in their training and judges during com-

petitions.

Although previous works have mainly focused on

a range of team sports such as soccer (Giancola et

al., 2022), basketball (Khobdeh et al., 2023), ten-

nis (Vinyes Mora and Knottenbelt, 2017) as well

as individual sports such as swimming (Giulietti et

al., 2023), badminton (Rahmad et al., 2020) or yoga

(Suryawanshi et al., 2023) in this work, we consider

the problem of calisthenics skills temporal video ac-

a https://orcid.org/0000-0002-6034-0432
b https://orcid.org/0000-0001-6911-0302
1https://en.wikipedia.org/wiki/Calisthenics

Figure 1: Calisthenics skill temporal video segmentation
consists in breaking down a video into segments to high-
light the beginning and end of each performed skill. As
shown in the figure, the pose of the athlete has an important
role in the considered task.

tion segmentation (see Figure 1), which can be used

to provide assistance to calisthenics athletes during

training or judges during competitions. This task has

been accomplished by analyzing the 2D body pose of

the athletes. In addition, previous works have not ex-

plicitly investigated algorithms for temporal segmen-

tation of skills from video, which would be the core

of such automated tools. Aiming to provide an ini-

tial investigation on this topic, in this work, we con-

tribute with a labeled dataset of videos of athletes

performing calisthenics skills. Specifically, we se-

lected 9 skills based on their popularity among am-

ateurs and professional athletes. The dataset contains

839 videos of athletes performing skills, which have

been collected from different sources including so-

cial networks and ad-hoc recordings, in order to en-

sure a realistic and natural set of video examples.
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All videos have been manually labeled with tempo-

ral segmentation annotations which indicate the be-

ginning and end of each skill execution. We hence

extracted the spatial coordinates of the athletes’ joints

in the videos using OpenPose (Cao et al., 2019). To

provide initial results on the proposed dataset, we de-

sign a simple pipeline which includes a module per-

forming a per-frame classification of body joint coor-

dinates, followed by a module performing temporal

reasoning on top of per-frame predictions. The re-

sults highlight the feasibility of the proposed problem,

while there is still room for improvement. The dataset

and code related to this paper are publicly avail-

able at the following URL: https://github.com/fpv-

iplab/calisthenics- skills-segmentation.

2 RELATED WORKS

This research is related to previous investigations in

the fields of computer vision for sports analysis, hu-

man action recognition, and temporal video segmen-

tation.

2.1 Computer Vision for Sports

Analysis

In recent years, the application of computer vision

based techniques for sports analysis has played a fun-

damental role in the development of automated tools

capable of analyzing matches, providing statistics, or

assisting the referees during competitions. Most of

the previous works focused on team sports such as

Soccer (Spagnolo et al., 2014; Manafifard et al., 2017;

Banoth and Hashmi, 2022; Huang et al., 2022; Gar-

nier and Gregoir, 2021), Basketball (Zandycke et al.,

2022; Xiao et al., 2023; Hauri et al., 2021; Ahmada-

linezhad and Makrehchi, 2020; Yoon et al., 2019;

Ramanathan et al., 2016), Hockey (Koshkina et al.,

2021) and many others (Martin et al., 2021), (Pida-

parthy et al., 2021), or individual disciplines such as

Diving (Murthy et al., 2023), Table Tennis (Kulkarni

and Shenoy, 2021) or Darts (McNally et al., 2021).

These works considered different image or video un-

derstanding tasks, including detecting and tracking

objects and athletes (Liu et al., 2021; Rahimi et al.,

2021). The reader is referred to (Naik et al., 2022) for

a review of video analysis in different sports. Despite

these advances, previous works did not consider the

calisthenics field, hence resulting in a lack of datasets,

tasks definitions and approaches. In this work, we aim

to contribute an initial dataset and a baseline for the

segmentation of calisthenics skills from video.

2.2 Human Action Recognition

Human Action Recognition (HAR) is a field of

Computer Vision aiming to classify the actions per-

formed by humans in a video. It consists of two

main categories as discussed in (Yue et al., 2022;

Ren et al., 2020):

• Skeleton-based recognition consists in studying

the spatio-temporal correlations among various

patterns of body joints. The spatial information

provided by the joints can be extracted by a human

pose estimation algorithm (Munea et al., 2020;

Wang and Yan, 2023). One possible implementa-

tion is related to graph convolutional networks as

discussed in (Fanuel et al., 2021).

• RGB-based approaches use a different method

to detect people, based on the analysis of RGB

data within the images (Shaikh and Chai, 2021).

Although this approach can be trained end-to-

end from videos, it generally needs to deal with

the processing of irrelevant information (e.g., the

background).

We observe that, in calisthenics skills video tempo-

ral segmentation, the athlete body pose plays an im-

portant role, while the background is less relevant.

Hence, we base our analysis on the body joints ex-

traction using OpenPose (Cao et al., 2019).

2.3 Temporal Video Segmentation

Temporal Video Segmentation is an essential task in

the field of video understanding (Richard and Gall,

2016; Cheng et al., 2014; Zhou et al., 2008). It

consists in dividing a video into relevant segments

that represent the occurrence of predetermined events,

such as human actions. The main task is to identify

the boundaries of the events in the video in terms of

timestamps or frames. In video action analysis, the

application of this method allows us to analyze the

actions performed by a human subject and their evo-

lution over time. An introduction to this topic, the

main adopted techniques and the most used evalua-

tion metrics are discussed in (Ding et al., 2023). In

this work, we consider the temporal video segmen-

tation problem of segmenting calisthenics skill exe-

cution from video as a mean to estimate the starting,

ending, and duration time of each skill. We base our

experiments on the approach presented in (Furnari et

al., 2018), which factorizes temporal video segmenta-

tion into per-frame processing and probabilistic tem-

poral reasoning on top of per-frame predictions. We

further compare this approach with a method based on

heuristics for the reconstruction of the temporal seg-

mentation of skills.
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Figure 2: Example frames and related body poses from the proposed dataset.

3 DATASET

In order to create a video dataset, we selected a set of

skills to be covered. Each skill has a different dif-

ficulty level and demands a specific strength to be

performed. All the chosen skills have been chosen

based on their popularity among amateur and profes-

sional athletes and their importance in competitions

such as the following: Burningate2, SWUB3, WOB4,

BOTB5, WSWCF6 . A detailed description of each

skill is given in (Low, 2016). The selected skills are

listed in Table 1 together with the collection statistics.

We collected a total of 839 videos covering the 9 se-

lected skills. Each video has been converted to a reso-

lution of 960x540 pixels at 24 frames per second and

trimmed so that each video comprises one skill. Each

video can contain some ‘NONE’ segments before or

after the skill execution (see Figure 1) which models

crucially have to recognize to quantify the actual du-

ration of a skill. Almost all videos contain only the

athlete in the scene, with few exceptions where mul-

tiple people are present in the background. In such

cases, the athlete will still cover the foreground area.

The most common backgrounds in the scenes include

outdoor areas such as parks or streets, as well as in in-

door locations like gyms or the athletes’ homes. Fig-

ure 2 shows some example frames from the proposed

dataset. The average duration of skills in the videos

is 5.83 seconds, the longest video has a duration of

27.83 seconds, whereas the shortest video lasts 0.83

seconds. The duration of the videos is strongly re-

2https://www.burningate.com/gare-calisthenics
3https://streetworkoutultimatebattles.com
4https://worldofbarheroes.com
5https://worldcalisthenics.org/battle-of-the-bars
6https://wswcf.org/competitions

Table 1: Occurrences of each skill in our dataset in terms of
number of videos, seconds and frames.

Skill Videos Seconds Frames

Back Lever (BL) 88 574.66 13792

Front Lever (FL) 108 443.08 10634

Human Flag (FLAG) 75 633.16 15196

Iron Cross (IC) 77 513.08 12314

Maltese (MAL) 98 392.70 9425

One Arm Front Lever (OAFL) 80 363.50 8724

One Arm Handstand (OAHS) 94 606.45 14555

Planche (PL) 103 485.25 11646

V-sit (VSIT) 116 814.87 19557

Total 839 4826.79 115843

lated to the complexity of the skill performed and the

level of the athlete. For each collected video, we have

manually labeled start/end times of the skill in frames

and seconds, the corresponding skill category label,

the MD5 checksum of the file and a video identifier

composed of the skill name and a progressive num-

ber.

To allow research on calisthenics skill recogni-

tion and temporal segmentation through body pose

analysis, we extracted body poses from each frame

through OpenPose (Cao et al., 2019). We set the

‘number people max’ flag to 1 to allow the model

to detect only the most prominent human when mul-

tiple subjects are present in the scene. This does

not ensure that the recognized person is the athlete

in a multi-person scene, so the video should contain

only the athlete for optimal system performance. The

‘net resolution’ parameter is set to 208.

We considered the BODY 25B model which can

identify up to 25 human joints and provides three nu-

merical values for each joint: the X coordinate, the

Y coordinate and the confidence level. Body joint

coordinates have been normalized by the frame di-

mensions in order to obtain values independent of the
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video resolution ranging from 0 to 1. As a result, each

frame is associated to 75 numerical features compris-

ing X and Y coordinates of all body joints and related

confidence scores.

We divided the dataset randomly assigning 80% of

the videos to the training split and 20% of the videos

to the test split. The dataset and pre-extracted joints is

available at https://github.com/fpv-iplab/calisthenics-

skills- segmentation.

4 METHOD

In this section, we describe the baseline calisthenics

skills temporal segmentation approach used in our ex-

periments. The proposed method is composed of two

main modules: 1) a frame-based multiclass classifier

which takes as input body joint features and predicts

whether the current frame contains one of the skills

or a ’NONE’ background segment; 2) a temporal seg-

mentation module which refines the per-frame predic-

tions in order to obtain coherent temporal segments.

4.1 Multiclass Classifier

This component is implemented as a Multilayer Per-

ceptron. Its architecture consists of the first layer,

which comprises 75 neurons, followed by three hid-

den layers, each composed of a linear layer and an

activation layer. The chosen activation function is

the LeakyReLU, which is shown to outperform other

popular activation functions in the experiments. The

output layer has 10 nodes, corresponding to the 9 skill

classes, plus an additional ‘NONE’ background class.

We train this module with a standard cross-entropy

loss and Adam optimizer (Kingma and Ba, 2017). We

use a batch size of 512 and train the model over 500

epochs, with the optimizer learning rate set to 0.0001.

Optimal hyperparameter values were determined by

cross-validation.

4.2 Temporal Segmentation Module

The temporal segmentation module works on top of

the predictions of the multiclass classifier to produce

coherent temporal segments. The goal is to discrimi-

nate skill patterns and reconstruct the video timeline,

trying to correct any mistaken skill predictions from

the classifier. We consider two versions of this mod-

ule: one based on a heuristic method and another one

based on a probabilistic approach.

4.2.1 Heuristic-Based Temporal Segmentation

The heuristic approach aims to obtain coherent tem-

poral segments from frame-wise predictions in three

steps.

Sliding Window Mode Extractor (SWME). This

step relies on a sliding window process that iteratively

returns the mode of the group of frames within the

window.

Given the sequence of all n frames present in the

video, F = [ f0, f1, . . . , fk, . . . fn−1], the base window

size is defined as:

wb = ⌊((1− s) ·m⌋

with m = 32 and s defined as follows:

s = 0.5+
n−2

∑
i=0

(up[Fi = Fi+1]+ dw[Fi 6= Fi+1])

where up = 0.14
n

, dw = − 0.11
n

. The best-performing

values for these constants have been defined follow-

ing a naive approach of trial and error where up and

dw represents respectively a reward and a penalty fac-

tor. The m value consists of a multiplier factor which

adjusts the window range from [0.39,0.64] to [11,19].
Through these assignments, the size of the window

is set as an inversely proportional ratio to the frame

variance of the video. As can be seen, the diver-

gences between contiguous frames are less weighted

than equally labeled frames. This is related to the high

frequency of different sequences of frame classes. We

hence process the video with a sliding window of size

ws which is initially set to ws = wb. Formally, the

sliding window approach identifies subsets of F:

V (k) = [ fc−ws+1, fc−ws+2, . . . , fc] ∀c ∈ {0,n− 1}

The apex represents the kth subset iteratively taken in

F . Thus, we compute the mode of the considered sub-

set. If more than one mode is found in V (k), there is

no agreement in the current window, and we enlarge it

by incrementing ws and c by one unit (assuming that

they do not exceed n). The mode-seeking process is

hence iterated. When a single mode is found, ws is

reset to ws = wb and c is incremented by ws − stride

(we set stride = 3) to enlarge the window by one unit

and calculate again the mode. For each step, we store

the following three attributes about the local mode:

idxstart ( fi)
(k) = min{ j| f

(k)
j = f

(k)
i }

idxend( fi)
(k) = max{ j| f

(k)
j = f

(k)
i }

mode(k) = f
(k)
i ∈ Mode(k) ⇐⇒ |Mode(k)|= 1

These operations are repeated for each element in F ,

Calisthenics Skills Temporal Video Segmentation
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Figure 3: A representation of the heuristic algorithm ap-
plied to MLP predictions on a sample video. In the pre-
diction of our algorithm, different colors represent different
segments.

eventually resulting in the set:

W = {I0, I1, I2, . . . , Ik, . . . , Iw−1}

where w = |W | and

Ik = {mode(k), idxstart (mode(k))(k), idxend(mode(k))(k)}

∀k ∈ F,h ∈W

It is worth noting that we obtain k ≪ n, where n= |F|.
The output of this step consists of a smaller list of el-

ements, each of which contains the three defined at-

tributes. These are initial candidate video segments.

Figure 3 compares the results obtained in this step

(second row) with the raw predictions (first row). As

can be noted, this step significantly reduces the noise

in the first row list, but may still contain incorrect seg-

ments due to high uncertainty.

Filtering and Noise Removal (FNR). This step fo-

cuses on decreasing noise, applying a slightly mod-

ified version of the previous step. Given the set W

from the previous step, this second stage returns a

modified set, denoted as R:

R = {I′0, I
′
1, . . . , I

′
j, . . . , I

′
w−1}

Where the jth element is transformed as follows:

I′j =mode(Imax( j−2,0), Imax( j−1,0), I j,

Imin( j+1,w−1), Imin( j+2,w−1))

As observed in the third row in Figure 3, some in-

correct segments belonging to class 1, are effectively

replaced with the local segment mode, providing a re-

liable reconstruction of the skill segment.

Timeline Reconstructor (TR). This step defines a

new set denoted as T :

T = {I′′0 , I
′′
1 , . . . , I

′′
k , . . . , I

′′
t−1}

with t < w

Where the I′′k element is defined as follows:

I′′k =

{

I′j, if x j 6= xz with x j ∈ I′j,xz ∈ I′j+1

merge(I′j, I
′
p), otherwise

With the merge function defined as follows:

merge(I′j, I
′
p) = {x j, idxstart(x j), idxend(xp)}

∀ j < p, j, p ∈ R

Through this step, different segments belonging to the

same class are combined into a single segment repre-

senting a skill. The effect is illustrated in the fourth

row in Figure 3.

4.2.2 Probabilistic-Based Temporal

Segmentation

The probabilistic temporal segmentation module aims

to output coherent temporal segments from per-frame

predictions assuming a simple probabilistic model in

which the probability of two consecutive frames hav-

ing different classes is assumed to be low. We fol-

low an approach similar to (Furnari et al., 2018). Let

F = { f1, . . . , fN} be an input video with N frames fi

and let the corresponding set of labels be denoted as

L = {y1, . . . ,yN}. The probability of labels L is mod-

eled assuming a Markovian model:

P(L|F) ∝
n

∏
i=2

P(yi|yi−1)
n

∏
i=1

P(yi| fi).

Where the term P(yi|yi−1) represents the probability

of transiting from a per-frame class to another. The

transition probability is defined as follows:

P(yi|yi−1) =

{

ε, if yi 6= yi−1

1−Mε, otherwise

The constant ε is hence defined as: ε ≤ 1
M+1

. Finally,

the global set of optimal labels L is obtained maxi-

mizing P(L|F) using Viterbi algorithm:

L = argmax
L

P(L|F).

5 EXPERIMENTAL SETTINGS

AND RESULTS

In this section we report experimental settings and

results on the main components of the proposed

pipeline.
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Figure 4: Accuracy (y axis) versus distance of the classified
frame from the edges of ground truth segments (x axis).

5.1 Multiclass Classifier

The optimal configuration for the Multilayer Percep-

tron (MLP) component has been determined through

manual tuning of various hyperparameters.

Optimizer. Four optimizers have been tested dur-

ing a 500 epochs training. Among the chosen ones,

Adam is the top performer, achieving 76.17% accu-

racy in test phase and has the fastest convergence,

closely followed by RMSProp that reaches a lower

accuracy value equal to 74.72%. In contrast, Adagrad

and SGD (with momentum) delivery slower conver-

gence and lower performance of 69.08% and 68.61%

respectively. In the rest of the experiments, we use the

Adam optimizer.

Activation Function. Table 3 compares the results

when different activation functions are considered.

For each function, the training loss, test accuracy, re-

call, precision and F1 score values are represented.

LeakyReLU and ReLU have similar behavior with

the first obtaining the best overall results. We use

LeakyReLU in all subsequent experiments.

Per-Class Results. Table 4 represents the F1 Score

per-class. As can be seen, the Iron Cross has the high-

est value. This high level of accuracy is related to

the fact that OpenPose can reliably detect poses for

these skills, considering that Iron Cross is a vertical

skill and it is not upside down, with full visible body

(without limbs overlapping). One Arm Handstand, on

the other hand, is the most challenging because of the

upside down body position.

Accuracy at Segment Edges. We further investi-

gated frame classification accuracy at different dis-

tances from the edges of ground truth skill seg-

ments. The histogram shown in Figure 4 illustrates

that frames closer to the edges of the segments gen-

erally have a lower accuracy than those with a more

centered position (further from the edges). This cor-

relation is related to the higher human and model un-

certainty when classifying frames representing a tran-

sition from a skill to another movement or vice versa.

Figure 5: Threshold-SF1 curves comparing heuristic with
respect to the probabilistic method.

5.2 Temporal Segmentation Algorithms

We evaluate the effectiveness of the temporal segmen-

tation algorithms using the SF1 and ASF1 metrics

considered in (Furnari et al., 2018).

The SF1 metric is a threshold-dependent,

segment-based F1 measure. It is computed using

precision and recall values for a specific threshold γ:

SF1(γ)(t) = 2 · precision(γ)(t)·recall(γ)(t)

precision(γ)(t)+recall(γ)(t)

ASF1 (Average SF1) is the overall performance score

of the segmentation method, computed as the av-

erage SF1 score across a set of thresholds T =
{t such that 0 ≤ t ≤ 1}:

ASF1(γ) = ∑t∈T SF1(γ)(t)
|T |

mASF1 (mean ASF1) is the average ASF1 scores

for all considered classes (γ ∈ 0, ...,M). It provides

an overall assessment of the method’s performance

across different classes.

Figure 5 illustrates the SF1 scores of the algo-

rithms at different thresholds t. Thresholds consist

of 100 values comprised between 0 and 1 which in-

fluence the precision and the recall, hence the score.

As observed, the heuristic algorithm performs com-

parably across all thresholds, displaying a steeper de-

cline in higher thresholds compared to the probabilis-

tic one. In both analyses, the labels predicted by the

MLP without the application of any temporal segmen-

tation algorithm achieve limited performance. Table

2 provides the mASF1 and the ASF1 scores for each

individual class.

The comparisons show that both algorithms

achieve similar behavior in a range of situations in-

cluded in the proposed dataset. We also note that

while promising results are obtained, further enhance-

ments can be made on the proposed dataset.

Calisthenics Skills Temporal Video Segmentation
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Table 2: Per-class ASF1 scores and related mASF1 measures for all compared methods.

Method mASF1 BL FL FLAG IC MAL NONE OAFL OAHS PL VSIT

Heuristic 0.631 0.662 0.640 0.640 0.772 0.658 0.425 0.615 0.466 0.659 0.772

Probabilistic 0.674 0.723 0.681 0.641 0.847 0.713 0.476 0.658 0.492 0.714 0.797

Raw 0.114 0.081 0.095 0.080 0.301 0.073 0.107 0.074 0.023 0.152 0.151

Figure 6: A scheme of the completed pipeline. From left to right: a list of the performed skills with their corresponding holding
times, a frame showing the OpenPose tracking, a timeline consisting of four rows: raw prediction from the MLP, heuristic
and probabilistic algorithm timeline reconstruction and the ground truth timeline. On the right, the output probabilities from
the MLP and the class selected by the heuristic algorithm.

Table 3: Activation functions testing results comparison.

Activation

Function

TR

Loss

Test

Accuracy
Recall Precision

F1

Score

LeakyReLU 0.008 76.17% 0.763 0.784 0.767

ReLU 0.008 76.15% 0.762 0.782 0.765

Sigmoid 0.110 76.17% 0.765 0.768 0.764

Tanh 0.007 74.49% 0.747 0.779 0.754

SiLU 0.029 74.69% 0.747 0.777 0.752

Table 4: F1 Score per class.

Skills BL FL FLAG IC MAL NONE OAFL OAHS PL VSIT

F1

Score
0.83 0.74 0.83 0.91 0.74 0.63 0.76 0.64 0.80 0.88

An instance of the whole pipeline applied to a

video is illustrated in Figure 6. As can be observed,

the set of skills present in the video is correctly iden-

tified. However, while the first, third, fourth and fifth

segments are estimated with a great level of precision

(small frame divergences do not affect the quality of

holding time estimation), the second element (as dis-

played by the pose above), is not properly segmented.

This issue is caused by incorrect predictions from the

MLP, which cannot be rectified by the temporal seg-

mentation algorithms. Improving the multiclass clas-

sifier could lead to better results.

6 CONCLUSIONS

In this work, we introduced a novel dataset of iso-

metric calisthenics skills. To construct the dataset,

we crawled videos and processed them using Open-

Pose, enabling us to retrieve the spatial coordinates

of the body joints. We benchmarked a temporal seg-

mentation approach based on per-frame classification

performed with a Multilayer Perceptron and a tem-

poral segmentation algorithm, for which we compare

two versions, a heuristic-based approach and a prob-

abilistic one. Our analysis shows promising results,

though there is potential for achieving better results

through different architectures. We hope that the pro-

posed dataset will support research in video analysis

for Calisthenics skills recognition.
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